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Dedicated to my wife.





Another lesson we should have learned from the past is that
the development of "richer" or "more powerful" programming languages

was a mistake in the sense that these baroque monstrosities,
these conglomerations of idiosyncrasies,

are really unmanagable, both mechanically and mentally.

I see a great future for very systematic
and very modest programming languages.

— Edsger W. Dijkstra [18]
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1
I N T R O D U C T I O N A N D B A C K G R O U N D

Nowadays, Graphics Processing Units (GPUs) are an inherent part of
high-performance computing. GPUs are used to accelerate compute-
heavy parts of applications, they speed up computations of many
scientific applications like stencil computations which appear in ap-
plications like digital signal processing or computer simulations. In
this thesis, we introduce a functional approach to parallelize stencil
computations for modern GPUs. We provide a high-level functional
language that enables the expression of stencil computations by com-
posing functional primitives. Based on the ideas of algorithmic rea-
soning, these expressions are rewritten into a functional Intermediate
Language (IL) and eventually used to automatically generate high-
performance OpenCL code for GPUs.

1.1 motivation

Using a functional approach to generate high-performance code for
modern GPUs has already been proven to be successful with the in-
troduction of LIFT. [53, 60]. The main goal of this thesis is to extend
the LIFT framework to support the generation of high-performance
OpenCL stencil kernels. Inspired by the ideas of Backus [3], Bird [7],
Cole [15] and many others from the 70’s and 80’s, we use a functional
approach to generate high-performance code for modern GPUs. In
our approach, computations are expressed as compositions of intu-
itive built-in primitives. A formal rewrite system allows to systemati-
cally transform high-level expressions written by a programmer into
efficient low-level expressions written in LIFT’s functional IL (Inter-
mediate Language). This IL is closely related to the OpenCL program-
ming model and bridges the gap between the high-level functional
expression and the imperative OpenCL kernel. By extending LIFT’s
collection of high-level primitives as well as its IL, we provide a pow-
erful functional approach to express and optimize stencil computa-
tions for GPUs. Multidimensional stencil computations are expressed
using our functional language without the use of specialized hard-
coded solutions found in existing library approaches [36, 59]. Well-
known stencil optimizations are formalized and applied as sequences
of rewrite rules. Therefore, our functional IL allows to systematically
(and in the future possibly automatically) apply device-specific low-
level stencil optimizations. Thus, instead of providing one specific
tuned OpenCL kernel for a certain class of stencil computations, we
are able to automatically generate device-specific optimized kernels.

1
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Figure 1: Overview of a CPU and GPU architecture (inspired by [57])

1.2 background

In this section, we introduce all concepts and related work required
to understand the rest of this thesis. We start by introducing Graphics
Processing Units (GPUs) and how to program them using OpenCL.
Afterwards, we introduce high-level abstractions that aim to simplify
the programming of GPUs. Then, we introduce the LIFT framework
which is extended in this thesis. Finally, we introduce stencil com-
putations, discuss related work and end this chapter with a list of
contributions made in this thesis.

1.2.1 GPU Programming in OpenCL

Nowadays, Graphics Processing Units (GPUs) are an inherent part of
high performance computing. Although originally designed to specif-
ically accelerate the rendering of complex graphics in computer simu-
lation or 3D-Games, they are now used to perform a far wider range
of computations. This is emphasized by the term General-Purpose com-
putation on Graphics Processing Units (GPGPU) coined by Mark Harris
in 2002. For example, GPUs are heavily used as accelerators in many
scientific applications where compute intensive parts of an applica-
tion are offloaded to the GPU.

Central Processing Units (CPUs) are designed to achieve low in-
struction latency at the cost of having low instruction throughput.
They use large cache hierarchies and cores that are able to prefetch
instructions or execute instructions out-of-order in order to minimize
latency. In contrast, a GPU is designed to achieve high instruction
throughput at the cost of having a higher instruction latency. There-
fore, the architecture of a GPU is significantly different compared to
the architecture of a typical CPU as depicted in Figure 1. A GPU con-
sists of thousands of lightweight cores grouped together in so-called
Streaming Multiprocessors (SM) which is the term used by Nvidia. Fur-
thermore, each SM has its own control units, registers, execution
pipelines and small caches. These SMs execute instructions in a Single
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Instruction Multiple Data (SIMD) manner. A SM schedules threads in
groups of 32 called warps for execution. Every warp in a SM executes
the same instructions in each step on different data. Modern GPUs
feature four warp schedulers per SM which allows to execute four
warps concurrently.

A GPU contains a large but slow off-chip memory also called global
memory with a capacity of several gigabytes. It is accessible from both
the GPU and CPU, shared among all SMs and analogous to the tra-
ditional RAM (Random Access Memory). Each SM contains a small
amount of fast on-chip memory that is accessible to all cores in a SM
with a capacity of several kilobytes. On modern GPUs, the on-chip
memory is partitioned into a hardware-managed Level-1-Cache and a
programmer-managed local memory. The latency of the on-chip mem-
ory is roughly 100× lower than the latency of the global memory that
is shared among all SMs. Therefore, utilizing the local memory to ex-
ploit data locality is mandatory in high performance GPU programs.
In this thesis, we specifically focus on Nvidia GPUs which are di-
vided into categories called compute capabilities. Compute capabilities
designate a certain GPU architecture and specify supported features.

OpenCL (Open Computing Language) developed by the Khronos
Group in 2008 is an open standard for programming multi-core CPUs,
accelerators like the Intel Xeon Phi or GPUs. OpenCL is defined in
terms of a hierarchy of four different models: the Platform Model, the
Execution Model, the Memory Model and the Programming Model. We
briefly discuss every model in the following.

platform model The Platform Model consists of a host which is
connected to several devices. In this thesis, the host is always the
CPU and the device is the GPU. An OpenCL device is divided
into one or more smaller elements called compute units (CUs)
which are themselves divided into even smaller elements called
processing elements (PEs). Note that this platform model is simi-
lar to the architecture of a GPU: The SMs correspond to the CUs
and the lightweight cores inside a SM correspond to the PEs.

An OpenCL application is divided into the host code and the
device kernel code. In this thesis, we investigate how to generate
efficient device kernel code that is offloaded to the device to
compute stencil computations.

execution model The Execution Model consists of the kernels that
are executed on the device and the host program that is executed
on the host. The communication between a host and a device is
realized by using a command queue. This queue is used to submit
commands that either exchange data between host and device,
or to submit a synchronization command that enforces a cer-
tain execution of commands or to submit a kernel execution.
A work-item is a thread executing a kernel. Work-items are exe-
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cuted by one ore more PEs and are structured in groups called
work-groups. Work-groups share the on-chip local memory and
local threads inside a work group can be synchronized. Work-
items of different work-groups can not be synchronized. Every
work-item executes a single kernel instance in a SPMD (Singe
Program Multiple Data) manner. Work-items and work-groups
can be structured in a three dimensional grid for execution.

memory model The Memory Model is divided into two parts: The
host memory and the device memory The host memory is the mem-
ory directly available to the host whereas the device memory is
the memory directly available to the kernels executing in de-
vices. The device memory is further divided into four address
spaces or memory regions: The global memory is accessible by all
work-items that can arbitrarily read from or write to this region.
The constant memory is a read-only memory region inside the
global memory accessible by all work-items. The local memory
is a memory region local to a work-group. This memory region
is shared by all work-items of a single work-group. Finally, the
private memory is private to a work-item and not visible to other
work-items. Again, note the similarity between OpenCL’s mem-
ory model and the architecture of a GPU: The main GPU mem-
ory corresponds to the global memory, the fast on-chip memory
corresponds to the local memory and registers correspond to
the private memory.

programming model The Programming Model is divided into the
data parallel model and the task parallel model. We focus on the
data parallel model where kernels are executed by many work-
items organized in work-groups as explained above. In the task
parallel model, kernels are executed by a single work-item and
parallelism is exploited by launching multiple kernels that can
be executed concurrently.

Programming GPUs using OpenCL is error-prone and cumbersome
because it exposes many low-level hardware details. The programmer
has to manually manage the memory hierarchy while being careful
about memory accesses in order to gain high performance. Memory
accesses need to be aligned in order to avoid uncoalesced global mem-
ory accesses and the local memory must be utilized efficiently to hide
the high latency of the global memory. Furthermore the kernel code
needs to manage multiple levels of parallelism for example at work-
group and work-item level and is itself written in a low-level C-like
language.
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1.2.2 Structured Parallel Programming

There have been several approaches that aim to simplify the pro-
grammability of GPUs. These approaches can be summarized us-
ing the term Structured Parallel Programming. In the late 80’s, Cole
coined the term Algorithmic Skeletons [15] in his PhD thesis and pro-
posed to use a structured approach to the management of parallel
computation [16]. Cole identified several parallel patterns which he
called algorithmic skeletons [47] like Divide & Conquer, that often ap-
peared in code written using simple parallel programming frame-
works like Pthreads or MPI (Message Passing Interface). These pat-
terns can be extracted to libraries that provide parallel building blocks
that can be composed to write parallel programs on a higher level of
abstraction. An algorithmic skeleton is basically a higher order func-
tion that captures a specific parallel pattern, thus specifies the overall
structure of a computation without specifying the details of how to
compute the exact result. The computation is described in so called
user functions or customizing functions that are passed to a skeleton
as arguments. Based on Cole’s ideas, many others argued to raise
the abstraction level of parallel programs using structured parallel
patterns instead low-level programming models. For example Gor-
latch [24] argues to avoid low-level control structures like send and
recv in MPI code and replace them with collective operations which
behave like Cole’s idea of algorithmic skeletons. Since then, different
skeleton libraries have been developed that all aim to simplify par-
allel programming using high-level abstractions. Examples for these
libraries are eSkel [5], Eden [39], SkePU [20], MUESLI [36], Acceler-
ate [13] or SkelCL [59]. The idea to provide high-level building blocks
to simplify parallel programming is nowadays also adapted in many
different standards like the parallel STL (Standard Template Library)
of C++ or Intel’s TBB (Thread Building Blocks). Our work directly
extends Cole’s ideas of algorithmic skeletons as high-level building
blocks and is introduced in the next section.

1.2.3 The LIFT Framework

LIFT is a novel approach to achieve a high level of programming
and performance portability [60]. It compiles a high-level functional
expression to high-performance device-specific OpenCL code. A key
idea in the compilation process of LIFT is to express the algorith-
mic structure of a program as well as device-specific optimizations
using functional primitives. These primitives are divided into two
categories: high-level functional algorithmic primitives and low-level func-
tional OpenCL primitives. LIFT provides a small collection of high-level
functional algorithmic primitives (in the following simply called high-
level primitives) as a high-level interface to the programmer. Simi-
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Figure 2: Overview of the compilation flow of the LIFT Framework (inspired
by [57])

lar to existing skeleton libraries like SkelCL [59] or Accelerate [13],
a programmer uses these high-level building-blocks to write a func-
tional program that expresses the computation. Similar to the work
of Backus on functional programming systems [3], our high-level
building blocks are either built-in primitives or defined functions com-
posed of primitives or other defined functions. A high-level expres-
sion is then systematically rewritten to another functional represen-
tation consisting of low-level functional OpenCL primitives (in the fol-
lowing simply called low-level primitives) using rewrite rules. These
rewrite rules are based on the concepts of algorithmic reasoning pi-
oneered by Bird and Meertens [7]. A low-level functional expression
closely represents an OpenCL program and is eventually used to gen-
erate imperative OpenCL code. The compilation process of the LIFT
framework is illustrated in Figure 2. Most of the high-level primi-
tives like map or reduce are defined as higher order functions and are
already well known to functional programmers as they are part of
most functional programming languages. LIFT’s high-level primitives
do not capture a complex algorithmic structure like stencil computa-
tions, but are rather designed to capture basic fundamental algorith-
mic structures. Expressing complex problems is achieved by nesting
and composing these high-level primitives.

While high-level primitives capture fundamental algorithmic pat-
terns, LIFT’s low-level primitives combined with the rewrite rules
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are designed to express common optimization patterns. Therefore, in-
stead of applying optimizations ad-hoc using a rule of thumb, rewrite
rules are used to systematically apply common optimizations for-
malized as functional expressions. Unlike library approaches, where
high-level programs are usually implemented by low-level loop based
code [11, 20, 36], LIFT’s low-level primitives act as an intermediate
language (IL). Therefore, they fill the gap between the high-level al-
gorithmic representation of a program and its low-level hardware-
specific implementation.

In this thesis, we extend the collection of high-level primitives in
order enable the expression of stencil computations. Moreover, we
introduce well-known optimization for stencil computations on GPUs
by using and extending LIFT’s IL.

1.2.4 Stencil Computations

Stencil computations (also known as stencil codes [72]) are a typical al-
gorithmic pattern arising in many scientific application domains like
digital signal processing [12] or time-intensive simulations [9]. They
are considered as one of the original seven dwarfs or motifs of high
performance computing [1].

In a stencil computation, elements of a multidimensional struc-
tured grid are (iteratively) updated. A single element is updated by
performing a stencil operation which applies a so-called stencil func-
tion to a neighborhood of elements. This function describes how to
update each element of the grid by taking the current value of an
element and the values of its neighboring elements into account. The
stencil or stencil shape defines which neighboring elements are used
by the stencil operation. We call this group of elements the neighbor-
hood. A stencil with a neighborhood of n elements is called a n-point
stencil. Border elements of the grid lack some neighboring elements.
Therefore, when updating border elements, a so-called boundary han-
dling is required that specifies how to replace these missing elements
(also called halo elements). Stencils often contain coefficients to com-
pute a weighted average of a neighborhood. These specific stencil
computations are called stencil convolution or simply convolution in
the following. We mainly focus on this subclass of stencil applications
because of its broad use in high performance computing. In case of a
convolution, the stencil that contains numerical values is also called
convolution kernel or simply kernel.

In this thesis, we consider stencil computations where the result of
updating the grid is stored in a secondary grid instead of overwriting
the values of the input grid. These are known as Jacobi-like stencils, in-
stead of Gauss-Seidel-like stencil computations which update element
in place.
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Although conceptually stencils are easy to implement using nested
loops, it is difficult to write efficient stencil code for GPUs. This is
emphasized by the fact that Nvidia provides a guide on how to op-
timize a 17× 17 convolution [51] which we examine in the following
chapters more extensively.

1.3 related work

In this section, we discuss how the work of this thesis fits in the
context of existing work. We summarize already mentioned related
work and put it into the context of this work.

stencil-specific high-level programming approaches hack
There exist a broad collection of high-level approaches that aim
to simplify the programming of stencil applications on multi
and many-core processors such as GPUs. These include sev-
eral stencil-specific DSLs (Domain Specific Languages) or ED-
SLs (Embedded DSLs) like HLSF [19], and others [2, 14, 29,
32, 46, 65]. Furthermore, there exist multiple frameworks that
support the development of stencil applications like skeleton li-
braries that provide a specific stencil skeleton like SkePU [20],
MUESLI [36] PASTHA [37] and SkelCL [59] and others [6, 33,
43, 49, 50, 55, 63]. In pragma-based approaches, source code is
annotated using pragmas, examples are Mint [67] or PADS [34].
Finally there exist domain specific high-level approaches for do-
mains in which stencil computations occur like solving PDEs
(Partial Differential Equations) [4, 10] or image processing [21,
52].

However, none of these approaches decomposes the stencil pat-
tern into fundamental primitives that act as building blocks to
express different kinds of stencil computations. By decompos-
ing the stencil pattern we are able to use the power of function
composition to express multidimensional stencil computations
without providing specialized implementations for each dimen-
sion. Furthermore, we are able to define functions that are com-
posed of these basic primitives to provide the same level of ab-
straction as the mentioned existing high-level programming ap-
proaches.

Previous work has already proven that the decomposition of
computations into LIFT’s fundamental building blocks is bene-
ficial in case of sparse linear algebra [28] and GEMM (General
Matrix Matrix Multiplication) [53].

optimizations for stencil computations Besides high-level
programming frameworks that aim to simplify the programma-
bility of stencil applications, there exist many different strate-
gies to optimize stencil code to improve performance. These
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include different blocking [48, 68, 70] and tiling approaches [25–
27, 35, 40, 54], and other collections of optimizations [17, 22, 42,
62]. Furthermore, there exist multiple auto-tuning frameworks
that aim to automatically optimize stencil computations [23, 30,
31, 41].

However none of these approaches formalized these optimiza-
tions as we do using a core dependently-typed λ-calculus along
with a denotational semantics and a set of rewrite rules. By
formalizing optimizations this way, we enable to apply them
systematically by an optimizing compiler, instead of applying
them ad-hoc using imprecise rules of thumb. Moreover, we are
able to prove that applying optimizations does not change the
semantics of programs.

Previous work [58, 60] already showed how a formal rewrite
system can be used to systematically apply optimizations to
achieve high performance.

high perfomance code generation High-level languages like
Accelerate [44], Delite [64], StreamIt [66] or Halide [52] aim to
simplify the programming of GPUs by providing several par-
allel patterns or algorithmic skeletons. The semantics of algo-
rithmic skeletons offer unique opportunities for compilers to
optimize a given program. However, all of these approaches
are compiled to low-level loop based code at an early stage of
the compilation process. Using a functional data parallel IL (In-
termediate Language) prevents us from losing this information
which is used multiple times in our code generation process.

1.4 contributions

This thesis makes the following three main contributions:

a new high-level approach to program stencil computations

We extend the LIFT framework with two new high-level prim-
itives slide and pad, inspired by decomposing the algorithmic
stencil pattern into its fundamental algorithmic building blocks.
Multidimensional stencil computations are then defined as com-
positions of LIFT’s primitives.

formalization of optimizations for stencil computations

We express well-known stencil optimizations by using and ex-
tending LIFT’s IL. Two new low-level primitives, mapSeqUnroll
and increase, enable the specification of stencil-specific optimiza-
tions using our functional approach This enables the system-
atic (and in the future possibly automatic) application of stencil-
specific optimizations instead of optimizing applications ad-hoc
using imprecise rules of thumb.
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generation of high-performance stencil code for gpus

By improving LIFT’s existing OpenCL code generator, we are
able to generate high performance stencil kernels that are com-
petitive with hand-tuned stencil code from Nvidia.



2
E X P R E S S I N G S T E N C I L C O M P U TAT I O N S U S I N G
H I G H - L E V E L F U N C T I O N A L P R I M I T I V E S

Using a functional programming language to express computations
allows to exploit unique opportunities when generating code for high
performance applications. Our goal is to design a language consisting
of a few small but powerful built-in primitives. By the power of func-
tion composition, we are able to express a wide range of applications.
These functional programs tend to be short and have advantages com-
pared to programs written in conventional low-level imperative pro-
gramming languages (for example like OpenCL C) as already men-
tioned in [3]. These programs are hierarchically structured while con-
taining simple primitives combined by function composition and do
not contain loops nor control statements. One of the most important
advantages compared to imperative programs is that functional pro-
grams do not unnecessarily constrain the order of computations. This
allows to execute parts of a functional program in parallel. Thus, they
are inherently parallel which perfectly fits high-performance comput-
ing and makes them a natural candidate to express stencil compu-
tations. Finally, using a formal set of rewrite rules, functional pro-
grams can be rewritten while provably preserving the semantics into
more efficient programs as we observe in the following chapters. LIFT
uses the old and well-known ideas of expressing and rewriting com-
putations using functional primitives already studied by Backus [3],
Bird [7] and Cole [15], to generate code for modern accelerators like
GPUs.

The remainder of this chapter is structured as follows. We begin
by introducing the formalism used in this thesis and formally define
stencil computations. Afterwards, we introduce how we decompose
the stencil pattern into its fundamental algorithmic building blocks
using the formal definition of stencil computations. These fundamen-
tal building blocks are implemented as new functional high-level
primitives in the LIFT framework. We then show how to compose
and nest the new primitives with existing ones to express arbitrary
and multidimensional stencil computations. We focus on one and two
dimensional stencil computations in this thesis although the primi-
tives might also be used to express higher dimensional stencil com-
putations using the techniques introduced in the following sections.
We express the stencil pattern as a composition of the fundamental
algorithmic building blocks. Using the advantages of a functional
programming language, we are able to define a high-level stencil
function composed of built-in primitives. Instead of manually com-

11
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posing these primitives, a programmer can use these high-level func-
tions that offer the same level of abstraction as existing high-level
approaches.

notation We use the same notation as in [57] which is similar to
the Bird-Meertens formalism [8] to define the semantics of our primi-
tives. Specifically this means that we write function application using
a space between the function and its argument: f x. Functions are
curried and function application is left associative i. e. f x y means
(f x) y. For an array xs with n elements xi we write [x1, . . . , xn]. To
increase readability in the examples, we sometimes write [abcdef] in-
stead of [a, . . . , f], denoting an array with six elements. For sequential
function composition we use the ◦ operator, e. g.(f ◦ g) x = f(g x). We
are especially interested in nesting and composing high-level primi-
tives to express more complex computations. In order to define how
primitives can be combined, we specify the type for each primitive:
We write e : σ to denote that expression e has the type σ. Functions
that map elements from type α to type β are denoted as: α→ β. Since
functions are curried, we write f : α → β → γ for the type of a func-
tion that takes elements of type α and β and produces an element
of type γ. Tuple types are denoted as 〈α,β〉 and the type of an array
with elements of type α and length n is written as [α]n.

2.1 formal definition of stencil computations

In this section, we formally define stencil computations to observe
their fundamental algorithmic parts. Our goal is to express stencil
computations using LIFT’s high-level primitives. We formally define
a one dimensional stencil computation [57]:

definition 2 .1: Let xs be an array of size n with elements xi where
0 < i 6 n. Let f be a unary function, l and r be positive integer values, and
b be an out-of-bound handling function. A stencil computation on array xs
is formally defined as follows:

stencil f l r b [x1, x2, . . . , xn]
def
= [y1,y2, . . . ,yn]

where

yi = f [xi−l, . . . , xi+r] ∀ i : 0 < i 6 n
and

xj = b j ∀ j : −l < j 6 0 ∨ n < j 6 n+ r

The stencil function f is applied to a neighborhood of size l+ r+ 1
for every element of the input xs.

As an example, we examine how to express a 17-point convolution
with a convolution kernel ws containing the weights, and a boundary
function b that returns the border values on out-of-bound accesses:
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example 2 .1:

convolution17 b ws xs
def
= stencil (f ws) 8 8 b xs

where

f [w1, . . . ,w17] [x1, . . . , x17] = w1 · x1 + · · ·+w17 · x17

Since we define multidimensional data structures as nested arrays,
we use the terms array of arrays and matrix interchangeably. Thus,
instead of writing

[[x1,1, . . . , x1,m], . . . , [xn,1, . . . , xn,m]]

we may also write
[x1,1 . . . x1,m]

...

[xn,1 . . . xn,m]

 or


x1,1 . . . x1,m

...
...

xn,1 . . . xn,m


The formal definition of a stencil computation on matrices similar to
Definition 2.1 and [57] is given in the following:

definition 2 .2: Let xs be an array of size m whose elements are arrays
of size n. Let f be a unary function and h be a function specifying the
boundary handling. Let t, b, l and r be four positive integer values defining
the stencil shape in two dimensions. Let u = l+ r+ 1 and v = t+ b+ 1. A
stencil computation on matrices is then defined as follows:

stencil2d f t b l r h


x1,1 . . . x1,m

...
...

xn,1 . . . xn,m

 def
=


y1,1 . . . y1,m

...
...

yn,1 . . . yn,m


where

yi,j = f


xi−l,j−t . . . xi+r,j−t

...
...

xi−l,j+b . . . xi+r,j+b


∀i, j : 0 < i 6 n 0 < i 6 m

and

xi,j = h i j

∀i : −l < i 6 0∨n < i 6 n+ r,

∀j : −t < j 6 0∨m < j 6 m+ b,

As another example we define a two dimensional convolution in
terms of this stencil function. Let b be an arbitrary boundary function.
A 17× 17 convolution as in [51] can then be defined as follows:

example 2 .2:

conv17x17 b ws xs = stencil2d (f ws) 8 8 8 8 b xs
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where f is a function that pairwise multiplies all elements of the neighbor-
hoods and its weights and sums up the results.

In the following section, we analyze stencil computations using
these definitions and extract their fundamental parts as primitives.

2.2 high-level algorithmic functional primitives

We express stencil computations by extending and using LIFT’s high-
level primitives [60] which are defined as higher order functions.
Higher order functions are a well-known concept in functional pro-
gramming which describes functions that take one or more functions
as arguments, so called procedural parameters or customizing functions.
In fact, most of these high-level primitives, like map or reduce already
exist in functional programming languages.

Following the ideology of LIFT’s high-level primitives, we want to
decompose the algorithmic structure of stencil computations and ex-
press these using the most basic fundamental algorithmic building
blocks. Therefore, instead of defining a single high-level stencil prim-
itive, we express stencil computations by composing small generic
primitives. Looking at the formal definitions of a stencil computations
given in Definition 2.1 and Definition 2.2, we can see that algorithmi-
cally, a stencil computation consists of three fundamental parts that
are specified as arguments to the different stencil functions:

A. For every element, consider a neighborhood of a given size
(specified by the shape of the stencil which is specified by pa-
rameters l and r in Definition 2.1)

B. Apply a function to every neighborhood to compute a single
output element (specified by the stencil function f in Defini-
tion 2.1)

C. In case of border elements apply boundary handling using a
given function (specified by parameter b in Definition 2.1)

Hence, we use three high-level primitives that each captures exactly
one of these algorithmic parts. Part B, apply a function to every . . . ,
might already sound familiar to a functional programmer. This is
exactly what the map primitive does which we formally introduce
shortly. Furthermore, we introduce two new primitives which capture
the other two parts A and C.

Decomposing stencil computations allows us to focus on each fun-
damental part separately instead of providing a solution that covers
all parts at once. By composition we are able to combine these build-
ing blocks to express stencil computations in arbitrary dimensions.
In the course of this chapter we define several functions composed of
our built-in high-level primitives. These allow to avoid repeating of-
ten occurring combinations of specific primitives. We consider these
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functions as zero-cost abstractions because they raise the abstraction
level to the same level of existing library approaches without provid-
ing a fixed solution for specific dimensions. Thus, without being a
built-int primitive of the functional language.

By defining simple and stencil independent primitives, we are able
to use them in various ways. For example to express optimizations
as we will see in the following chapters. Moreover, they might also
be used to express computations of different domains for example
convolution networks used in machine learning.

In the following, we give formal definitions for a subset of the al-
ready existing high-level primitives which we use in the course of this
thesis to express stencil computations. We use the definitions given
in [57]:

map map is a well-known element in many functional programming
languages. The map primitives applies a given unary function f
to every element of an array. We formally define map as follows:

definition 2 .3: Let xs be an array of size n with elements xi
where 0 < i 6 n. Let f be a unary customizing function defined on
elements. The map primitive is then defined as follows:

map f [x1, x2, . . . , xn]
def
= [f x1, f x2, . . . , f xn]

The type of map is defined as follows:

map : (α→ β)→ [α]n → [β]n

reduce The reduce primitive, also known as fold or accumulate, com-
bines every element of a given array using a binary operator.
We formally define reduce as follows:

definition 2 .4: Let xs be an array of size n with elements xi
where 0 < i 6 n. Let ⊕ be an associative and commutative binary
customizing operator with the identity element id⊕. The reduce prim-
itive is then defined as follows:

reduce (⊕) id⊕ [x1, x2, . . . , xn]
def
= [id⊕ ⊕ x1 ⊕ x2 ⊕ · · · ⊕ xn]

The type of reduce is defined as follows:

reduce : (α→ α→ α)→ α→ [α]n → [α]1

Note that we define the reduce primitive to return an array con-
taining a single element instead of the element itself.

zip The zip primitive transforms the shape of the data. Given multi-
ple arrays of the same length, it creates a single array of tuples.
We formally define zip for two input arrays as follows:
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definition 2 .5: Let xs and ys be arrays of size n with elements xi
and yi where 0 < i 6 n. The zip primitive is then defined as follows:

zip [x1, x2, . . . , xn] [y1,y2, . . . ,yn]
def
=

[〈x1,y1〉, 〈x2,y2〉, . . . , 〈xn,yn〉]

The type of zip is defined as follows:

zip : [α]n → [β]n → [〈α,β〉]n

Extending the definition for more than two input arrays is obvi-
ous.

split and join The split and join primitives increase and decrease
the dimension of a given array respectively. We start by defining
the split primitive which divides a given array in an array of
chunks: We formally define split as follows:

definition 2 .6: Let xs be an array of size m with elements xi
where 0 < i 6 m. Let n be an integer value such that m is evenly
divisible by n. The split primitive is then defined as follows:

split n [x1, x2, . . . , xm]
def
=

[[x1, . . . , xn], [xn+1, . . . , x2n], . . . , [xm−n+1, . . . , xm]]

The type of split is defined as follows:

split : (n : int)→ [α]m → [[α]n]m
n

The corresponding join primitive does exactly the opposite by
flattening a given array:

definition 2 .7: Let xs be an array of size mn whose elements are
arrays of size n. We denote the elements of the ith inner array as
x((i−1)×n)+j where 0 < i 6 m

n and 0 < j 6 n. The join primitive is
then defined as follows:

join [[x1, . . . , xn], [xn+1, . . . , x2n], . . . , [xm−n+1, . . . , xm]]
def
=

[[x1, x2, . . . , xm]

The type of join is defined as follows:

join : [[α]n]m
n
→ [α]m

reorder The reorder primitive changes the order of elements in a
given array using a specific permutation. We formally define
reorder as follows:

definition 2 .8: Let xs be an array of size n with elements xi
where 0 < i 6 n. Let σ be an arbitrary permutation of [1, . . . ,n]. The
reorder primitive is then defined as follows:

reorder σ [x1, x2, . . . , xn]
def
= [xσ(1), . . . , xσ(n)]
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The type of reorder is defined as follows:

reorder : (int→ int)→ [α]n → [α]n

transpose transpose is the first example of a defined function which
is not a built-in primitive, but a function composed of primi-
tives. It transposes a given matrix by flattening it, reordering
the elements using a transposition permutation and splitting it
to create a matrix again. The transpose function is defined as
follows:

definition 2 .9: Let xs be an array of size m whose elements are
arrays of size n. The transpose function is then defined as follows:

transpose
def
= split n ◦ reorder σtranspose ◦ join

The type of transpose is as follows:

tranpose : [[α]n]m → [[α]m]n

In the following, we introduce two new high-level primitives slide and
pad in more detail.

2.2.1 Creating Neighborhoods Using the Slide Primitive

We introduce the slide primitive to LIFT which is used to create an
array of neighborhoods for a given array. It corresponds to the fun-
damental part A of stencil computations identified in the beginning
of Section 2.2. Neighborhoods are created by sliding a window of
a specific size and step over a given array. This results in an extra
dimension in the output array.

definition 2 .10: Let xs be an array of size m with elements xi where
0 < i 6 m. Let n and s be integer values such that

(m−n+ s) mod s = 0 (1)

The slide primitive is then defined as follows:

slide n s [x1, x2, ..., xm]
def
= [Y1, Y2, ...,Yk]

where

Yi = [yi,1,yi,2, ...,yi,n]

yi,j = x(i−1)s+j

and

k =
m−n+ s

s
(2)

The type of slide is defined as follows:

slide : (n : int)→ (s : int)→ [α]m → [[α]n](m−n+s
s )
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To illustrate the behavior of the slide primitive, consider the follow-
ing example. We want to group each element of the input array with
its left and right neighbor. Thus, we want to create neighborhoods for
a one dimensional 3-point stencil, which we express using the slide
primitive.

example 2 .3:

slide 3 1 [abcdefg] = [[abc][bcd][cde][def][efg]]

For a 3-point stencil, the size n of the sliding window has to be 3.
The step s with which the window is moved over the array has to be
1 because we want to create neighborhoods for every element. How-
ever, note that there is no neighborhood for elements a or g, hence,
no window where a or g are the center element. This is because they
do not have a left or right neighbor. Therefore, the size of the outer-
most array has decreased compared to the size of the input exactly as
defined in Equation 2 of Definition 2.10: k = (7− 3+ 1)/1 = 5. Obvi-
ously, when thinking about stencil computations, we want to create
neighborhoods for border elements as well. We introduce means to
do this later in this chapter. However, the slide primitive is defined
to place its first window at the beginning of its input. Thus, the first
element of the input array always is the first element of the first win-
dow as depicted in Example 2.3. Note that Equation 1 restricts the
semantics of the slide primitive such that the last element of the input
has to be the last element in the last window as well. This way, we
ensure that every window has the same size specified by parameter
n. Thus, the expression slide 2 2 [abcdefg] is not defined. Note that
when n equals s and the input size is evenly divisible by n, slide has
the same semantics as the split primitive introduced earlier:

slide 2 2 [abcdef] = split 2 [abcdef] = [[ab][cd][ef]]

Finally, we look at two other examples of how to use the slide prim-
itive:

example 2 .4:

slide 1 2 [abcdefg] = [[a][c][e][g]]

slide 4 2 [abcdef] = [[abcd][cdef]]

If the step s exceeds the size n, as depicted in the first line of Exam-
ple 2.4, the resulting array does not contain every element of the input.
The second example shows how to create overlapping windows with
a step that is bigger than one. We use the slide primitive this way to
express tiling optimizations, discussed in the next chapter.

To summarize, slide is used to shape an array in different ways: If
the step exceeds the size, it creates windows with a gap in between.
If the step equals the size it behaves like the split primitive and evenly
divides an array into chunks. And finally, if the size exceeds the step
it creates an array of overlapping windows.
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2.2.2 Boundary Handling Using the Pad Primitive

Now that we specified means to generate an array of neighborhoods
using the slide primitive, we define another primitive which we use
for the boundary handling in stencil computations. We already de-
fined slide expressing the fundamental part A of stencil computations
as identified in the beginning of Section 2.2 and are able to use map to
express part B. In this section, we introduce a new primitive expres-
sion the last fundamental part C of stencil computations. Intuitively,
we want to append the elements that are required to create neighbor-
hoods for border elements to the input array. Thus, before creating
an array of neighborhoods, we want to add extra elements on both
sides of the array. The elements that are added are defined by the
boundary handling of the specific stencil application. This way, we
transform the input array which lacks neighbors for the outermost
elements, to an array where each element of the original array has its
required neighbors next to it.

The pad primitive adds elements to the left and right end of a given
array. Thus, it increases the size of the input array. It is formally de-
fined as follows:

definition 2 .11: Let xs be an array of size n with elements xi where
0 6 i < n. Let l and r be positive integer values and b a binary function
defined on integers. The pad primitive is then defined as follows:

pad l r b [x0, x1, . . . , xn−1]
def
=

[y−l−1, . . . ,y−1, x0, . . . , xn−1, yn, . . . ,yn−1+r]

where

yi = xb(i,n)

The type of pad is as follows:

pad : (l : int)→ (r : int)→ (int→ int→ int)→ [α]n → [α](n+l+r)

The first two arguments specify the amount of elements to be added
on both sides. The boundary function b is used to determine which el-
ements are added. Note that elements that are added to the array are
always elements of the input array. Specifically, the boundary func-
tion maps indices which would exceed the size of the input array to
in-bound indices. Therefore, this definition does not support to pad
constant values to a given array. Three popular boundary functions
are: clamp, mirror and wrap. clamp repeats the left- and rightmost
element. wrap adds elements from the opposite side of the input ar-
ray which mimics a circular buffer in case of a one dimensional input.
Finally,mirror repeats elements in reverse order of the corresponding
side.

To illustrate how the different boundary functions affect the result
of applying the pad primitive, we look at an example. Here, we pad a
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input

output

boundary handling 
using pad

create neighborhoods
using slide 

...

3-point stencil

compute output element
  using map stencilfunction

1

2

3

Figure 3: Conceptual structure of a functional program describing a stencil
computation

given input array with an extra element on the left-hand side and two
elements on the right-hand side by using all three different boundary
functions:

example 2 .5:

pad 1 2 clamp [abcdefg] = [aabcdefggg]

pad 1 2 mirror [abcdefg] = [aabcdefggf]

pad 1 2 wrap [abcdefg] = [gabcdefgab]

These boundary functions are defined as follows:

definition 2 .12:

clamp i n =


0 if i < 0

n− 1 if i > n

i otherwise

mirror i n =


−1− i if i < 0

2n− i− 1 if i > n

i otherwise

wrap i n = ((i mod n) +n) mod n

2.2.3 Stencils as Composition of Pad, Slide and Map

Using pad, slide and map, we are able to express stencil computations
on one dimensional arrays. Each of these primitives corresponds to
one of the fundamental parts of stencil computations identified in the
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input
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Figure 4: 3-point Jacobi stencil illustration

beginning of Section 2.2. The functional program which describes the
stencil computation can always be separated into three main parts as
depicted in Figure 3:

1. Boundary Handling - The first part of the functional program de-
scribes the boundary handling for border elements of the input.
This depends on the application and is specified using the pad
primitive corresponding to part C.

2. Create Neighborhoods - The second part of the functional program
describes how to gather all elements required by a given stencil.
We use the slide primitive to create neighborhoods for the stencil
corresponding to part A.

3. Apply Stencil Computation - The last part of the functional pro-
gram describes the application of the computation and corre-
sponds to part B. The stencil function is executed for all neigh-
borhoods which were created before. It might be built of high-
level primitives itself and describes how to compute a single
output element for a given neighborhood.

Figure 3 depicts a 3-point stencil computation. Starting from the top,
we add elements on the left and right-hand side of the input using the
pad primitive. Afterwards, we create neighborhoods using the slide
primitive and apply the stencil function to all neighborhoods using
the map primitive. This results in the following structure:

map stencilFunction︸ ︷︷ ︸
apply computation

◦ slide n s︸ ︷︷ ︸
create neighborhood

◦ pad l r b︸ ︷︷ ︸
boundary handling

Note that the structure of the functional program exactly matches
the algorithmic structure of a stencil computation as identified in the
introduction of Section 2.2. Now, we examine how to use our high-
level primitives to express some examples of stencil computations
functionally.

2.2.3.1 3-Point Jacobi

To begin with, consider a simple example of applying a 3-point Jacobi
stencil which sums up all elements as illustrated in Figure 4. For
boundary handling, we use the clamp function to repeat the border
elements. This stencil is expressed using the new primitives:
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example 2 .6 (3 point jacobi):

3PointJacobi
def
= map f ◦ slide 3 1 ◦ pad 1 1 clamp

where the stencil function f is defined as

f = reduce (+) 0

Now consider to apply this function to the array [1, 2, 3, 4, 5]:

(map f ◦ slide 3 1 ◦ pad 1 1 clamp) [1, 2, 3, 4, 5]

= (map f ◦ slide 3 1) [1, 1, 2, 3, 4, 5, 5]

= map f



[1, 1, 2]

[1, 2, 3]

[2, 3, 4]

[3, 4, 5]

[4, 5, 5]


=



f [1, 1, 2]

f [1, 2, 3]

f [2, 3, 4]

f [3, 4, 5]

f [4, 5, 5]


= [4, 6, 9, 12, 14]

2.2.3.2 1D Heat Diffusion

As another example, we consider the computation of a one dimen-
sional heat flow simulation as explained in [61] and [69]. The dis-
tribution of heat in an object e. g. a ring or a bar is described by a
parabolic Partial Differential Equation (PDE). To calculate the varia-
tion of temperature over time, a linear combination is built of the
current temperature at a given point and its surrounding tempera-
tures. To compute the temperature for the next time step at a given
point in a one dimensional object, we take the left and right temper-
ature values into account. The equation to calculate the temperature
for timestep k+ 1 at position i for a given diffusion coefficient c is
given by

Tk+1,i = Tk,i + c · (Tk,i−1 − 2Tk,i + Tk,i+1)

= c · Tk,i−1 + (1− 2c) · Tk,i + c · Tk,i+1

Therefore, we need to compute a weighted average of the current and
surrounding temperatures using the given diffusion coefficients. Let
us assume the coefficients are themselves stored in a one dimensional
array cs = [c, 1 − 2c, c] and the current temperatures are stored
in an array ts = [t1, . . . , tn]. The following example illustrates how
to express the 1D heat diffusion computation using our high-level
primitives:

example 2 .7:

heatDiff cs ts
def
= (map (heat cs) ◦ slide 3 1 ◦ pad 1 1 clamp) ts

where the stencil function heat is defined as

heat cs nbh = (reduce (+) 0 ◦map (∗) ◦ zip) cs nbh
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ts

output

nbh

cs

...
nbhnbh

< < < << <

(map (heat cs) ∘ slide 3 1 ∘ 
   pad 1 1 clamp)

(map (heat cs) ∘ slide 3 1)

map (heat cs) 

(reduce (+) 0 ∘ map (*) ∘ zip) 

reduce (+) 0 ∘ map (*) 

reduce (+) 0 

Figure 5: Computation steps for a high-level expression describing a one
dimensional heat diffusion application

Figure 5 visualizes the computation of Example 2.7 by showing the
intermediate results after evaluating each primitive. Starting from the
top, we use pad and slide to create a 3-point neighborhood for every
element of the input array. The heat function is mapped to every
neighborhood and its evaluation is shown for a single neighborhood.
First, the neighborhood (nbh) and the convolution kernel (cs) are
fused to an array of tuples using zip. Second, both elements of every
tuple are multiplied using map and the results are added using reduce
to compute the single output element.

2.2.3.3 1D Convolution

The heat diffusion is a concrete example for a general class of sten-
cil computations called convolution. We already briefly discussed con-
volutions in the previous chapter and formally define them in this
section. Convolutions are used in a wide range of applications for
example in machine learning or image processing. In one dimension,
the convolution operator ∗ is defined as in [38]:

definition 2 .13: Let Ω be an array of size n and r be a positive integer
value. Let K be an array of size 2r + 1. The one dimensional convolution
operator is then defined as:

(Ω ∗K)(x) =
r∑

i=−r

Ω(x+ i) ·K(i)

Ω denotes the grid which is updated during the stencil computa-
tion (xs in Example 2.7). K denotes the convolution kernel which is a
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small array that contains the weights or coefficients (cs in the same
example). Finally, r denotes the radius of the stencil shape, thus, for
a typical three point stencil r equals 1 because the stencil takes one
neighbor to the left and one to the right into account. We general-
ize the heat diffusion example by defining a convolution1d function
that uses our high-level primitives:

definition 2 .14: Let Ω be an array of length n and r be a positive
integer denoting the radius of the stencil. Let K be an array of length 2r+ 1
denoting the convolution kernel. The convolution1d function is defined as
follows:

convolution1d b K Ω = Ω ∗b K
def
=

(map (conv K) ◦ slide (2r+ 1) 1 ◦ pad r r b) Ω

where

conv K nbh = (reduce (+) 0 ◦map (∗) ◦ zip) K nbh

where ∗b is the convolution operator using boundary function b.

Note that we do not have to introduce a new primitive to express
convolutions. Instead we are able to use our existing primitives to
define a convolution1d function composed of primitives. Now we
can use the new convolution1d function to define the heat diffusion
from the previous section:

example 2 .8:

heatDiffiusion c xs
def
= convolution1d clamp [c, (1− 2c), c] xs

A generic 17-point convolution can also be easily expressed by pro-
viding an array containing 17 weights to the convolution1d function.
For example:

convolution1d mirror [w1, . . . ,w17] xs

2.3 multidimensional stencils

One dimensional stencil computations are of limited use in real life
applications. Therefore, we are especially interested in how to express
multidimensional stencil computations, i. e., stencil computations op-
erating on higher dimensional data structures like matrices or cubes.
In this section, we focus on two dimensional stencil computations
and explain how to use our high-level primitives to express them
without introducing new specialized primitives that are defined on
higher dimensional data structures. By applying the same techniques
which we use to express 2D stencil computations, one could also use
our high-level primitives to express ever higher dimensional stencil
computations.
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(transpose ∘
 pad 1 2 wrap ∘
  transpose ∘
   pad 1 2 clamp)

[a b c d]
[e f g h]
[ i  j  k  l ]
[m n o p]

(transpose ∘
 pad 1 2 wrap ∘
  transpose)

[a b c d]
[a b c d]
[e f g h]
[ i  j  k  l ]
[m n o p]
[m n o p]
[m n o p]

[a a e i m m m]
[b b f  j  n  n  n]
[c c g k o o o]
[d d h l  p p p]

(transpose ∘
 pad 1 2 wrap)

[a a e i m m m]
[b b f  j  n  n  n]
[c c g k o o o]
[d d h l  p p p]

[d d h l  p p p]

[a a e i m m m]
[a a e i m m m]

transpose

[ d  a  b  c  d  a  b ]
[ d  a  b  c  d  a  b ]
[ h  e  f  g  h  e  h ]
[ l  i  k  j  k  l  i  j ]
[p m n o p m n]
[p m n o p m n]
[p m n o p m n]

Figure 6: Padding a matrix using pad and transpose

To be able to express multidimensional stencil computations, we
need to express each fundamental part of stencil computations iden-
tified in Section 2.2 using our high-level primitives. Therefore, we dis-
cuss how to express boundary handling and neighborhood creation
in two dimensions and how to apply the stencil function to these two
dimensional neighborhoods. The exact same strategies can be used to
express stencil in arbitrary dimensions which emphasizes the power
of composing fundamental building blocks.

2.3.1 Two Dimensional Boundary Handling Using Pad

We start by examining how to pad a matrix in both dimensions using
the pad primitive which is defined on arrays. As an example we pad
a two dimensional array of size 4× 4 in every dimension as depicted
in Figure 6. In this example, we add an extra row on top, an extra col-
umn on the left-hand side while adding two rows at the bottom and
two columns at the right-hand side. Moreover, we use two different
boundary functions in each dimension to emphasize the flexibility
obtained by using a compositional approach.

The pad primitive is defined to extend its input array by repeating
elements on each side. Since we represent a matrix as an array of
arrays, the elements which the pad primitive repeats are rows of the
given matrix, thus arrays itself. In the first step depicted in Figure 6,
the first row is added on top of the matrix and the last row is added
twice on the bottom of the matrix. By transposing the matrix, we con-
vert rows into columns and vice versa. By applying the pad primitive
again we pad the columns of the original matrix. Since both dimen-
sions are now padded we only need to transpose the matrix again to
restore the original orientation.
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[a b c]
[d e f]
[g h i]

(map(
  map(transpose) ∘
  slide 2 1 ∘
  transpose) ∘
 slide 2 1)

[g h i]
[d e f]

[a b c]
[d e f]

map(
  map(transpose) ∘
  slide 2 1 ∘
  transpose)

[a b c]
[d e f]

(map(transpose) ∘
  slide 2 1 ∘
  transpose)

[a d]
[b e]
[ c  f ]

(map(transpose) ∘
  slide 2 1)

[ c  f ]
[b e]

[a d]
[b e]

map( transpose ) [a d]
[b e]transpose

[a b]
[c d]
[c d]
[g h]

[b c]
[e  f ]
[ e  f ]
[ h  i ]

Figure 7: Using slide to create neighborhoods for a 2× 2 4-point stencil

To increase readability, we define a function pad2d which we use in
the following examples.

definition 2 .15: Let xs be an array of size m whose elements are arrays
of size n. Let top, bottom, left, right be positive integer values and b1
and b2 two boundary functions. The pad2d function is then defined as:

pad2d top bottom left right b1 b2
def
=

transpose ◦ pad left right b2 ◦
transpose ◦ pad top bottom b1

If top = bottom, left = right and b1 = b2, we also write

pad2d top left b1 xs

instead of

pad2d top top left left b1 b1 xs

Note that pad2d is a defined function composed of primitives which
allows us to avoid repetition instead of being a specialized built-in
primitive for higher dimensional data structures.

2.3.2 Creating Two Dimensional Neighborhoods Using Slide

In this section, we explain how we create two dimensional neighbor-
hoods using our high-level primitives. The creation of two dimen-
sional neighborhoods in a matrix is depicted in Figure 7. We start
in the top left corner. Similar to pad, the slide primitive works with
elements of its input array independent of their type. Since these ele-
ments are now arrays itself, slide creates windows of rows as depicted



2.3 multidimensional stencils 27

in the second step. After creating these windows, map is the next prim-
itive to be applied. Although map applies a function to every element,
we only depict the application to the first element for simplicity. In
the subsequent steps, slide is applied to the transposed elements to
gather neighboring columns. Finally, every element needs to be trans-
posed again to restore the original orientation. The final result is a
four dimensional array: a matrix which contains the two-dimensional
neighborhoods.

Again, we define a function slide2d which allows to omit repeating
this exact combination of high-level primitives:

definition 2 .16: Let xs be an array of size m whose elements are arrays
of size n. Let sizeX, stepX, sizeY , stepY be positive integer values. The
slide2d function is then defined as:

slide2d sizey stepy sizex stepx xs
def
=

map(map transpose ◦
slide sizex stepx ◦

transpose) ◦
slide sizey stepy

If sizex = sizey and stepx = stepy, we also write

slide2d sizex stepx xs

instead of

slide2d sizex stepx sizex stepx xs

2.3.3 Multidimensional Stencil Examples

Now that we examined how to reuse our high-level primitives for two
dimensional data structures by composing our high-level primitives,
we examine how to express real life stencil applications using our
high-level primitives. Again every example has the following struc-
ture:

map(map f)︸ ︷︷ ︸
apply computation in 2D

◦ slide2d ny sy nx sx︸ ︷︷ ︸
create 2D neighborhoods

◦ pad2d t b l r h︸ ︷︷ ︸
2D boundary handling

Higher dimensional stencil computations are expressed in a similar
fashion.

2.3.3.1 9-Point Jacobi

To begin with, consider a simple two-dimensional 9-point Jacobi sten-
cil. To express this stencil, we use the new functions slide2d and pad2d
and the mirror boundary condition
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example 2 .9 (9-point jacobi):

9PointJacobi
def
= map(map f) ◦ slide2d 3 1 ◦ pad2d 1 1 mirror

where the stencil function f is defined as

f
def
= reduce (+) 0 ◦ join

Let us examine why we define the stencil function using a join as
the first primitive. Consider mapping the function to a single 9-point
neighborhood:

example 2 .10:

(reduce (+) 0 ◦ join)

a b c

d e f

g h i


= reduce (+) 0 [abcdefghi]

= [0+ a+ b+ c+ d+ e+ f+ g+ h+ i]

As shown in the previous example, flattening the neighborhood us-
ing join allows to accumulate all values using a single reduce primitive.
Another possibility would be to map a reduce onto every row and flat-
ten the result afterwards. However, this is a slightly more complex
stencil function computing the exact same result. Therefore, we flat-
ten multidimensional neighborhoods in all following examples.

2.3.3.2 Cellular Automaton

To emphasize that the high-level primitives might also be used to ex-
press non-convolution stencil computations, we express a well-known
cellular automaton example: Conway’s Game of Life. Every element of
a two dimensional grid can be in two states: It can either be alive,
represented by a 1, or it can be dead represented by a 0. In this exam-
ple, we express the B2S23 version of this application. In this version,
an element is born (its state changes from 0 to 1) if exactly two of its
direct neighbors including diagonals are alive. An element survives
if either two or three of its neighbors are alive. In all other cases the
state changes from 1 to 0 or stays 0.

example 2 .11 (game of life):

GameOfLife
def
= map(map evolution) ◦ slide2d 3 1 ◦ pad2d 1 1 mirror

where the evolution is defined as

evolution
def
= survive ◦ reduce (+) 0 ◦ join

and survive is defined as

survive x
def
=

1 if 1 < x < 4

0 otherwise
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This example emphasizes the flexibility of our functional approach
to express stencil computations. The stencil-function that is mapped
onto the neighborhoods is an arbitrary function which can compute
anything as long as its output is a single element. In this example we
showed how to express the famous Game of Life example but there
are many more non-convolution examples that are expressible using
our functional approach.

2.3.3.3 2D Convolution

In this section we define a 2d equivalent of the convolution1d func-
tion defined earlier. We start by defining the convolution operator ∗
in 2D as in already defined in [38] and a convolution2d function
similar to the convolution1d function defined in Section 2.2.3.3

definition 2 .17: Let Ω be an array of size m whose elements are arrays
of size n. Let rx and ry be positive integer values denoting the radius of the
stencil shape in X and Y dimension. Let u = 2rx+ 1 denote the width of the
stencil and v = 2ry+ 1 the height of the stencil. Let K be an array of size
u× v denoting the convolution kernel. Let −rx 6 i 6 rx and −ry 6 j 6 ry.
The convolution operator ∗ for 2D arrays is the defined as follows

(Ω ∗K)(x,y) =
∑
i

∑
j

Ω(x+ i,y+ j) ·K(i+ j · rx)

We express the convolution computation functionally using our
high-level primitives:

definition 2 .18: Ω, m, n, rx, ry, and K are defined as in Defini-
tion 2.17 Let b be a boundary function as defined in Section 2.2.2 Let
nx = 2rx + 1 denote the size of the stencil shape and ny = 2ry + 1 de-
note the size of the stencil shape.

convolution2d b K Ω = Ω ∗b K
def
=

(map(map (f K)) ◦ slide2d ny 1 nx 1 ◦ pad2d rx ry b) Ω

where

f K nbh = (reduce (+) 0 ◦ map (∗) ◦ zip) K (join nbh)

(3)

Note that we defined the convolution kernel to be a flattened one
dimensional array instead of a matrix. This has rather pragmatic rea-
sons and is not necessarily required. By using a flattened version
of the convolution kernel, we are able to flatten the neighborhoods
as well. This is done by applying the join primitive to the neighbor-
hoods nbh as depicted in the stencil function in Equation 3. Since
both, the neighborhoods and the convolution kernel, are one dimen-
sional now, we are able to apply reduce once. In the two dimensional
case, we would have to reduce each row separately and reduce the
temporary results. This way, the functional expression would only be
more complex while computing the same result.
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...

...

... ...

m

n

n + 2rx

m + 2ry

nbh

K

(map(map (f K)) ∘ 
 slide2d ny 1 nx 1 ∘
  pad2d rx ry b)

(map(map (f K)) ∘ 
 slide2d ny 1 nx 1)

join(reduce (+) 0 ∘
 map (*) ∘
  zip)

K
nbh

(reduce (+) 0 ∘
 map (*) ∘
  zip)

output element

n

m nx

ny
(map(
  map (f K))

nbh

...output 

Ω

Figure 8: Computation steps for a high-level expression describing a two
dimensional convolution

The computation of a two dimensional convolution is depicted in
Figure 8. The conceptual structure of the functional program has not
changed compared to the structure we identified in the introduction
of this section. This is emphasized by the use of the functions pad2d
and slide2d as depicted in Equation 3. As a first step, the input ma-
trix is padded with the appropriate rows and columns specified by
the boundary function b. Second, slide2d is used to create two dimen-
sional neighborhoods in the padded input matrix. Finally, the stencil
function fK is mapped onto every neighborhood. Since the input is a
matrix, thus two dimensional we need to use two map primitives to
apply the function to every neighborhood.

2.3.3.4 Gaussian Blur

A well-known example of a stencil computation (specifically a two
dimensional convolution) in image processing is the Gaussian Blur
filter, also known as Gaussian Smoothing. The gaussian blur image fil-
ter is usually applied as a pre-processing stage in computer vision
algorithms to reduce noise and detail. An example of applying the
gaussian blur to reduce noise of an image is depicted in Figure 9.
Since it is an image filter, it is usually applied to two dimensional
data structures. The gaussian blur uses a gaussian function to com-
pute the convolution kernel that is applied to the pixel values of the
input image to compute a weighted average of a neighborhood. Thus,
the convolution kernel for the gaussian blur application is defined as
follows:

definition 2 .19: Let rx and ry denote the radius of the stencil in both
dimensions. Let n = 2rx+ 1 and −rx 6 i 6 rx and −ry 6 j 6 ry.

Kgauss(i+n ∗ j) =
1

2πσ2
e
− i2+j2

2σ2
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(a) Original image (b) Image after applying the Gaussian-
Blur filter

Figure 9: Applying the Gaussian Blur filter to the Lena image often used as
an example in image processing

for a given standard derivation σ used in the gaussian function.

Using a standard derivation σ = 1, a 3× 3 gaussian convolution
kernel, which we use in the flattened one dimensional version as de-
scribed in the beginning of this chapter, looks like:0.077847 0.123317 0.077847

0.123317 0.195346 0.123317

0.077847 0.123317 0.077847


The gaussian blur image filter using the clamp boundary condition

can now be expressed using our convolution2d function that utilizes
our high-level primitives as follows:

definition 2 .20:

gaussianBlur Ω
def
= convolution2d clamp Kgauss Ω

2.3.3.5 17× 17 Convolution

As a last example, we define a generic 17× 17 convolution in terms
of our convolution2d function. We specifically focus on optimizing
this example in the following chapter. This stencil computation can
be used to apply a gaussian blur using a bigger convolution kernel
or any other arbitrary convolution.

example 2 .12 (17 × 17 convolution): Let Ω be an arbitrary two
dimensional grid. Let K be an array of size 17 · 17 = 289 with elements
ki, 0 < i 6 289 denoting the convolution kernel. Let b be an arbitrary
boundary function. A 17× 17 convolution is then expressed as follows:

convolution2d b K Ω =
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(map(map (f K)) ◦ slide2d 17 1 ◦ pad2d 8 8 b) Ω (4)

where

f K nbh = (reduce (+) 0 ◦ map (∗) ◦ zip) (join nbh) K

This is the high-level expression which we use in the following
chapters as a running example.

2.4 summary

In this chapter, we identified the fundamental parts of stencil com-
putations and explained how to express them using high-level prim-
itives by defining two new primitives slide and pad. Using several
examples for one and multidimensional stencil computations, we ex-
plained how to apply and combine these high-level primitives to ex-
press stencil computations in a purely functional manner. Further-
more we defined several functions composed of built-in primitives
(for example slide2d, convolution1d, and more), which allowed to omit
repeating specific combinations of primitives. Moreover, these zero-
cost abstractions raised the abstraction level making the usage of our
high-level primitives as expressive and easy to use as existing skele-
ton libraries or domain specific languages.
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O P T I M I Z I N G S T E N C I L C O M P U TAT I O N S U S I N G
L O W- L E V E L P R I M I T I V E S

In this chapter, we analyze how to optimize stencil codes for GPUs
using well-known optimizations and formalize them using our func-
tional approach. By formalizing these optimizations and encoding
them in specific combinations of our low-level primitives, we are able
to apply them systematically rather than ad hoc. We are also able
to reason about the correctness of optimizations using semantics pre-
serving rewrite rules. Furthermore, we evaluate handwritten OpenCL
kernels that each implement an optimization we observe in this chap-
ter to emphasize the importance of optimizing stencil codes in order
to gain high performance kernels.

3.1 low-level opencl-specific functional primitives

In the following, we formally define a subset of the already existing
low-level primitives which we use in the course of this thesis to ex-
press optimizations for stencil computations. To do this, we use the
definitions given in [57]:

parallel map Low-level OpenCL-specific map primitives describe
different ways to exploit OpenCL’s thread-level parallelism. All
primitives map computations in different ways to the hardware.
The semantics and types of all primitives are the same as of the
high-level map primitives introduced in Section 2.2:

• The mapGlobal primitive assigns work all work-items inde-
pendent of work-groups.

• The mapWorkgroup primitive assigns work to a work-group
and the mapLocal primitive is used to assign work to work-
items inside a work-group. Therefore, the mapLocal primi-
tive can only be used nested inside a mapWorkgroup primi-
tive.

Since OpenCL supports thread hierarchies in three dimension
we write mapGlobal0 to assign work to global work-items in
the first dimension or mapWorkgroup1 to assign work to work-
groups in the second dimension respectively.

sequential map and reduce The mapSeq and reduceSeq perform
a sequential map and reduction using a single work-item. The
semantics and type of the mapSeq primitive is the same as of
the high-level map primitive. Since we do not require an associa-
tive and commutative operator for the sequential reduction any

33
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longer, we can relax the requirements for the reduceSeq primitive
and define it as in [57]:

definition 3 .1: Let xs be an array of size n with elements xi
where 0 < i 6 n. Let ⊕ be a binary customizing operator with the
identity element id⊕. The reduceSeq primitive is then defined as fol-
lows:

reduceSeq (⊕) id⊕ [x1, x2, . . . , xn]
def
= [(. . . ((id⊕⊕x1)⊕x2) · · ·⊕xn)]

The type of reduceSeq is defined as follows:

reduceSeq : (α→ β→ α)→ α→ [β]n → [α]1

tolocal and toglobal The toLocal and toGlobal primitives allow
to exploit OpenCL’s memory hierarchy. Both primitives specify
where the result of a given function is stored. In case of the
toLocal primitive, the result is stored in the fast on-chip local
memory. In case of the toGlobal primitive, the result is stored in
the slower off-chip global memory. First, we define the toLocal
primitive:

definition 3 .2: Let f be a function. The toLocal primitive is then
defined as follows:

toLocal f
def
= f ′, where f ′ x

def
= f x, ∀x and f ′ is guaranteed to store

its result in local memory

The type toLocal is defined as follows:

toLocal : (α→ β)→ (α→ β)

The definition for the toGlobal primitive is correspondent:

definition 3 .3: Let f be a function. The toGlobal primitive is then
defined as follows:

toGlobal f
def
= f ′, where f ′ x

def
= f x, ∀x and f ′ is guaranteed to store

its result in global memory

The type of toGlobal is defined as follows:

toGlobal : (α→ β)→ (α→ β)

3.2 optimizing stencil convolution

Convolutions are a class of stencil computations found in many appli-
cations like digital signal processing, acoustics, electrical engineering,
physics or artificial intelligence. Because of its broad use, we decide
to specifically examine how this subclass of stencil computations is
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optimized in order to gain high performance on GPUs. Nvidia pub-
lished a guide [51] on how to optimize convolution computations. We
use this as an orientation for systematically optimizing our convolu-
tion expression. We evaluate handwritten OpenCL kernels that each
implement an optimization to observe the differences in performance
after applying a specific optimization. These kernels are shown in Ap-
pendix A.1. To measure performance, we executed each kernel 100

times on an Nvidia Kepler K20c (Compute Capability 3.5) using the
Nvidia OpenCL 1.2 CUDA 8.0.20 platform and the driver version
361.42. We compute the 17× 17 convolution using 4096× 4096 input
elements and the clamp boundary handling. We present the median
of the kernel runtimes omitting data transfer times. The example in
this chapter shows that performance increases by a factor of 41. This
shows the importance of optimizations and motivates us to represent
these optimizations in our system.

Although we are investigating the optimization of a convolution
example, most of the optimizations introduced in the following can
be applied to a broader class of stencil computations. However, if an
optimization is specific for this particular example we explicitly indi-
cate this and explain why it is not generally applicable. Otherwise, all
following optimizations are applicable to every stencil computation
that can be expressed using the high-level primitives introduced in
the previous chapter.

We begin the following sections with explaining and evaluating the
performance benefits of a specific optimization using the handwrit-
ten OpenCL kernels. Afterwards, we introduce how to functionally
express these optimizations using LIFT’s IL.

3.2.1 Naive Version

performance To obtain a performance baseline, we measure the
runtime of a naive handwritten 17 × 17 convolution kernel shown
in Appendix A.1 in Listing 24. This kernel does not implement any
optimization. Every global work-item sequentially computes a single
output element. It takes 123.652 ms to execute and achieves a band-
width of 0.543 GB/s. We use these results throughout this chapter to
compare if the discussed optimizations indeed improve performance.
In the following we examine how to express this naive version using
low-level primitives.
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1 conv = λ b weights input .

2 (map(map( λ nbh .

3 (reduce (+) 0 ◦ map (∗) ◦ zip) ( jo in nbh) weights)) ◦
4 sl ide2d 17 1 ◦ pad2d 8 8 b) input

Listing 1: High level expression for a 17× 17 convolution

1 conv = λ b weights input .

2 (mapGlobal1(mapGlobal0( λ nbh .

3 (reduceSeq (+) 0 ◦ mapSeq (∗) ◦ zip) ( jo in nbh) weights)) ◦
4 sl ide2d 17 1 ◦ pad2d 8 8 b) input

Listing 2: Naive mapping of a 17× 17 convolution to low-level primitves

representation in lift We examine the high-level expression
for the 17× 17 convolution example introduced in Section 2.3.3.5:

convolution2d b K Ω =

(map(map (f K)) ◦ slide2d 17 1 ◦ pad2d 8 8 b) Ω

where

f K nbh = (reduce (+) 0 ◦ map (∗) ◦ zip) (join nbh) K

In the previous chapter, we did not inline the stencil function to in-
crease readability and emphasize the structure of a functional expres-
sion for stencil computations. In this chapter however, we write our
functional programs as shown in Listing 1. This way, the functional
program is depicted as one complete expression.

A naive and straightforward way to lower the high-level expression
into an expression using low-level primitives is to replace the map and
reduce primitives with their low-level parallel or sequential versions
as shown in Listing 2, using the rewrite rules we introduce in the
following. The slide and pad primitives are used in the high-level ex-
pressions of the previous chapter as well as the low-level expression
used in this chapter. This is because equivalent to split and join they
only modify the type and the structure of the data without describ-
ing computation that need to be parallelized or executed sequentially.
Thus, they define how to access the data and not how to use the el-
ements to compute the results. These primitives are also called data
layout primitives. This enables us to reuse them in the exact same way
in the low-level expressions without introducing low-level versions
of these primitives.

The computation described by this expression is illustrated in Fig-
ure 10. Since input is a two dimensional matrix, we structure the
global work-items two dimensionally using the low level primitives
mapGlobal0 and mapGlobal1 in line 2 of Listing 2. In this version, ev-
ery global work-item is responsible for computing one element of the
output matrix. Thus, every work-item accesses elements of the input
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global work-items x

global 
work-items y

17

17

nbh

weights

sequential ⊕

input output

Figure 10: Naive computation of a 17× 17 convolution using global work-
items to sequentially compute a single output element

matrix in global memory to compute a single output element sequen-
tially.

The transformation from the original high-level expression to the
naive low-level expression is semantics preserving. To rewrite the
high-level expression, we use two rewrite rules already introduced
and proved correct in [57].

rewrite rule 1 (low-level opencl-specific map rule):

map → mapWorkgroup | mapLocal

| mapGlobal | mapSeq
(5)

rewrite rule 2 (low-level reduce rule):

reduce (⊕) id⊕ → reduceSeq (⊕) id⊕ (6)

In the following sections, we introduce optimizations to utilize the
fast local memory of a GPU using our functional primitives.

3.2.2 Applying Tiling to Utilize Local Memory

In order to use the fast local memory of a GPU we need to divide the
input in several tiles. Afterwards, a tile is assigned to a work-group
which copies its tile to local memory and computes several output el-
ements using local work-items. However, classical tiling approaches,
for example used in matrix-matrix multiplication [45, 71], are not ap-
plicable in stencil computations. In these tiling approaches, the input
is divided into fully separated tiles. This can easily be expressed us-
ing the split primitive as demonstrated in [53]. However, in stencil
computations, the computation of a single output element requires
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Figure 11: Performance of a naive 17×17 convolution compared to a version
that applies overlapped tiling with and without idle work-items

access to surrounding elements. Thus, tiles in stencil computations
have to overlap. This optimization is well-known and referred to as
Overlapped Tiling [25, 27, 73].

performance The performance of handwritten kernels which
implement overlapped tiling and use local memory compared to the
performance of the naive version is visualized in Figure 11. The ker-
nels evaluated are shown in shown in Appendix A.1 in Listing 25 and
Listing 26. Although both kernels apply overlapped tiling and use the
fast local memory, the first kernel is significantly slower compared to
the naive version. This is because in this version, the work-groups
are exactly as big as the overlapping tiles which results in idle work-
items during the computations of output elements as we explain later
in this chapter. The second version avoids idle threads during compu-
tation and achieves a speedup of 1,78 compared to the naive version.

representation in lift In order to achieve a performance ben-
efit using overlapped tiling, we need to examine how to express
it functionally. More specifically, we examine the following points
which motivate the structure of the next sections:

1. divide the input into overlapping tiles (Section 3.2.2.1)

2. assign a tile to a work-group and copy it to local memory (Sec-
tion 3.2.2.2)

3. avoid idle threads during computation of output elements (Sec-
tion 3.2.2.3)

We discuss each of these points in the following sections and start
by describing how to express overlapped tiling for one and two di-
mensional inputs.
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1 3PointJacobi = λ b input . ( jo in ◦
2 map(λ nbh . reduce (+) 0 nbh ) ◦
3 s l id e 3 1 ◦ pad 1 1 b) input

Listing 3: Low-level expression for a 3-point Jacobi example

tile

output

tile tile

overlap

output

input

Figure 12: Overlapped Tiling for a 3-point stencil in one dimension

3.2.2.1 Overlapped Tiling

applying overlapped tiling in lift in one dimension To
explain the concept of overlapped tiling and how we realize it using
our functional primitives, we first consider a one dimensional exam-
ple before we explain how to apply this to the 17× 17 convolution
example. Consider the 3-point Jacobi example shown in Listing 3. In
the course of this section we systematically rewrite this high-level
expression to a low-level expression that applies overlapped tiling.
Eventually, we want every work-group to compute multiple (e. g. 3)
elements using its local work-items. We can not simply divide the in-
put using (split 3). Instead, each tile needs to contain five elements in
order to be able to compute three output elements as shown on the
left side of Figure 12. If we divide the input into multiple tiles, these
tiles overlap as shown on the right side of Figure 12. Thus, they share
certain elements depending on the shape of the stencil.

We reuse the slide primitive to create overlapping tiles. Afterwards,
we use slide again to create the original neighborhoods in each tile. To

...

...

slide 5 3

input

array of 
overlapping tiles

array of tiles 
containing 
neighborhoods

output

map (slide 3 1)

Figure 13: Expressing Overlapped Tiling using slide: Applying slide to the
input creates overlapping tiles. Applying slide to every tile creates
the required neighborhoods
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1 3PointJacobi = λ b input . ( jo in ◦
2 mapWorkgroup(λ tile .

3 (mapLocal(λ nbh . reduceSeq (+) 0 nbh ) ◦
4 s l id e 3 1) tile) ◦
5 s l id e 5 3 ◦ pad 1 1 b) input

Listing 4: Low-level expression for a 3-point Jacobi applying Overlapped
Tiling

create the tiles depicted in Figure 12, we need to use the slide primitive
with a size of five and a step of three. By sliding twice, first the tiles
are created and then the neighborhoods inside the tiles are created,
as shown in Figure 13. The first slide creates an array of tiles. Map-
ping the second slide onto each tile creates neighborhoods in each tile.
The functional program expressing the 3-point Jacobi computation
using overlapped tiling is shown in Listing 4. We use λ-functions to
name the arguments of each function. We use the mapWorkgroup and
the mapLocal primitives to assign each tile to a work-group (line 2 in
Listing 4). Inside every work-group, each local work-item is responsi-
ble for computing a single output element for a given neighborhood
(line 3).

systematical rewriting to apply overlapped tiling ugly
Now we show how to transform the Listing 3 to Listing 4 using prov-
ably correct, hence semantics preserving, rewrite rules. We do this by
providing the following overlapped tiling rule.

rewrite rule 3 (overlapped tiling rule):

slide n s = join ◦map(slide n s) ◦ slide u v (7)

This rule states that the exact same elements that are grouped
together using slide with parameters n and s end up in the same
neighborhoods when using slide with the tiling parameters u and v
first while sliding afterwards using the original parameters n and s
again. Obviously, n and s as well as u and v need to be valid param-
eters for the slide primitive. Thus, applied to an array of length m,
m− n+ s mod s needs to equal 0. The same needs to be true for u
and v. The correctness proof for the overlapped tiling rule is given
in Appendix A.2, Proof A.2.1. To be able to systematically rewrite
the high-level 3-point Jacobi to a low-level version that applies over-
lapped tiling we need to provide one more rewrite rule:

rewrite rule 4 (map-join reorder rule):

map f ◦ join = join ◦map(map f) (8)

The proof for this rule is given in Appendix A.2, Proof A.2.2. Now
we are able to systematically rewrite the high-level stencil expression
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to an equivalent low-level version that applies overlapped tiling. Be-
sides the two previously introduced rewrite rule we use the following
rule already introduced and proved correct in [57]:

rewrite rule 5 (map fusion rule):

map f ◦map g = map(f ◦ g)

example 3 .1 (applying overlapped tiling (1d)):

map(reduce (+) 0) ◦ slide 3 1 ◦ pad 1 1 b

(using the overlapped tiling rule - Rewrite Rule 3)

map(reduce (+) 0) ◦ join ◦map(slide 3 1) ◦ slide 5 3 ◦ pad 1 1 b

(using the map-join reorder rule - Rewrite Rule 4)

join ◦map(map(reduce (+) 0)) ◦
map(slide 3 1) ◦ slide 5 3 ◦ pad 1 1 b

(using the map-fusion rule - Rewrite Rule 5)

join ◦map( map(reduce (+) 0) ◦ slide 3 1 ) ◦
slide 5 3 ◦ pad 1 1 b

(using λ-functions to name arguments)

join ◦map(λ tile.

(map(λ nbh . reduce (+) 0 nbh) ◦ slide 3 1) tile) ◦
slide 5 3 ◦ pad 1 1 b

(using the low-level map and reduce rules - Rewrite Rules 1 and 2)

join ◦mapWorkgroup(λ tile.

(mapLocal(λ nbh . reduceSeq (+) 0 nbh) ◦ slide 3 1) tile) ◦
slide 5 3 ◦ pad 1 1 b

This is exactly the expression discussed previously and shown in
Listing 4. By applying simple rewrite rules, we were able to system-
atically rewrite the simple 3-point Jacobi example to an expression
which applies overlapped tiling. The original and the resulting ex-
pression have the same semantics since we only applied semantics
preserving rewrite rules.

In the following section, we examine how to express overlapped
tiling in two dimensions and apply that optimization for the 17× 17
convolution example.
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...

...

... ...

(map(map
  (slide2d  size' step')) ∘
 slide2d size step) input

input
overlapping 

�les

neighborhoods

Figure 14: Applying overlapped tiling in two dimensions
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88
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output
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Figure 15: Tile shape for a 17× 17 convolution

applying overlapped tiling in lift in two dimensions

Given the previous definition of overlapped tiling using low-level
primitives, applying this optimization in 2D is straightforward. In-
stead of using slide twice, we are using the function slide2d twice. Us-
ing slide2d with the tiling parameters creates overlapping tiles in two
dimensions. Mapping the second slide2d creates the original neighbor-
hoods inside each tile as depicted in Figure 14.

Now consider we want every work-group to compute 16× 16 out-
put elements in our 2D convolution example. The shape of the tile
each work-group processes is illustrated in Figure 15. Since the ra-
dius of the convolution stencil equals eight, we need to consider eight
extra elements on both sides of each dimension. These elements are
also called halo-elements. The resulting tile therefore contains 32× 32
elements and each work-group is able to compute 16× 16 output ele-
ments.

The expression that introduces overlapped tiling to the convolution
example is depicted in Listing 5.

Changing the shape of the tile is now just a matter of changing the
numerical parameters for the first slide2d function in line 11.

In the previous sections, we introduced how to divide the input
into several overlapping tiles. In order to achieve the speedup ob-
served in the beginning Section 3.2.2, we need to examine how to
copy these tiles to the fast local memory.

3.2.2.2 Utilizing Local Memory

Now that we divided the input into overlapping tiles, we are able to
use the fast local memory to accelerate our computation. Every GPU
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1 conv = λ b weights input .

2 // assign tiles to work-groups

3 (mapWorkgroup1(mapWorkgroup0(λ tile .

4 // assign neighborhoods to local work-items

5 (mapLocal1(mapLocal0(λ nbh .

6 // stencil function

7 (reduceSeq (+) 0 ◦ mapSeq (∗) ◦ zip) ( jo in nbh) weights)) ◦
8 // create neighborhoods in each tile

9 sl ide2d 17 1) tile)) ◦
10 // create overlapping tiles

11 sl ide2d 32 16 ◦ pad2d 8 8 b) input

Listing 5: Low-level expression for a 17× 17 convolution applying Over-
lapped Tiling

contains a small amount of fast on-chip memory often referred to as
shared or local memory which is the term we use in the following.

In order to utilize local memory, we use the toLocal primitive which
takes a function as an argument and guarantees that its output is
stored in local memory. We apply the identity function, nested inside
the toLocal primitive, to all elements of the tile as shown in Equation 9,
to copy an entire tile into local memory.

toLocal(mapLocal1(mapLocal0 id)) tile (9)

By applying the identity to every element, the shape of the tile re-
mains unchanged. The result is guaranteed to be stored in local mem-
ory because the computation is nested inside a toLocal primitive. Ev-
ery computation following the expression works with elements resid-
ing in local memory. To store the output element in global memory
again, we apply the toGlobal primitive in a similar fashion:

toGlobal(mapSeq id) element (10)

Every work-item executes this expression after computing the output
element in local memory. This ensures that every work-item eventu-
ally copies its result back to global memory. The complete expression
describing the 17× 17 convolution using overlapping tiles and local
memory is shown in Listing 6.

To systematically rewrite this expression we need to introduce an-
other two rewrite rules already discussed in [57]:

rewrite rule 6 (identity):

f→ f ◦map id | map id ◦ f

rewrite rule 7 (local and global memory rule):

mapLocal f→ toGlobal(mapLocal f) | toGlobal(mapSeq f)

mapLocal f→ toLocal(mapLocal f) | toLocal(mapSeq f)
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1 conv = λ b input weights .

2 // assign tiles to work-groups

3 (mapWorkgroup1(mapWorkgroup0(λ tile .

4 // assign neighborhoods to local work-items

5 (mapLocal1(mapLocal0(λ nbh .

6 // store result in global memory

7 (toGlobal(mapSeq id) ◦
8 // stencil function

9 reduceSeq (+) 0 ◦ mapSeq (∗) ◦ zip) ( jo in nbh) weights)) ◦
10 // create neighborhoods in each tile

11 sl ide2d 17 1 ◦
12 // copy tile to local memory

13 toLocal(mapLocal1(mapLocal0 id))) tile)) ◦
14 // create overlapping tiles

15 sl ide2d 32 16 ◦ pad2d 8 8 b) input

Listing 6: Low-level expression for a 17× 17 Convolution applying Over-
lapped Tiling and using local memory

1 conv = λ b weights input .

2 mapWorkgroup1(mapWorkgroup0(λ tile .

3 (mapLocal1(mapLocal0(λ nbh .

4 (toGlobal(mapSeq id) ◦
5 // ...

Listing 7: Functionally assigning work to work-groups and work-items
using low-level primitives

Listing 5 is then rewritten to Listing 6 as shown in Appendix A.3.
Again, all rules applied are provably semantics preserving which
causes the rewritten expression which uses local memory to compute
the same result as the original expression.

It obviously would be more intuitive to use the toLocal and toGlobal
primitives as in the following expressions:

toLocal(slide tilesize tilestep) input

toGlobal(stencilFunction)

However, this is currently not possible in the practical implementa-
tion of LIFT, but should be possible in future versions of this work.

Dividing the input into overlapping tiles and loading them to lo-
cal memory is not necessarily achieving a performance benefit. As
observed in the beginning of Section 3.2.2, having idle work-items in-
side a work-group during the computation of output elements causes
a significant performance drawback. Therefore, we examine how to
avoid idle-work items in the next section.

3.2.2.3 Avoiding Idle Work-Items

An important factor for performance is how many work-items load
data to local memory and how many work-items are active during
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the computation of output elements. Note that none of our expres-
sions considers the amount of work-items and work-groups started
for execution. Instead we use the low-level primitives mapWorkgroup
and mapLocal shown in Listing 7 to assign work to all existing work-
items. In the previous section we assumed work-groups to be as big
as the tile size such that every work-item loads exactly one element
to local memory. In this case the mapLocal0 and mapLocal1 primitives
map each work-item to exactly one element of the tile. However, after
loading to local memory, only a quarter of the work-items are com-
puting an output element which forces most of the work-items of this
work-group (exactly 768 of 1024 in the previous example) to be idle
during computation.

To address this, we could also launch work-groups that contain
less work-items which leads to multiple loads per work-item. For
example, every work-item loading four elements to local memory. Af-
terwards, all work-items of this work-group compute an output ele-
ments without any idle work-items in a work-group. This optimiza-
tion is independent of our expression but starting fewer work-items
per work-group changes the distribution of work.

Applying all the optimization discussed in the previous sections
leads to the speedup of 1.78 as discussed in the beginning of Sec-
tion 3.2.2. These results emphasize the fact that the performance of
OpenCL programs is highly sensitive to applied optimizations includ-
ing its parameters like tile sizes. Choosing the wrong parameters or
configurations for a specific optimization leads to a significant perfor-
mance drawback. Therefore, it is highly desirable to specify means
to systematically apply optimizations like tiling or the usage of local
memory by using a formal system instead of applying them using a
trial and error approach.

3.2.3 Increasing Efficiency by Separating Convolution

Sometimes, the convolution computation can be split into two sepa-
rate computations. Specifically, a row and a column convolution that
are applied consecutively. The computation using two separated con-
volutions is shown in Figure 16. We first apply a row convolution and
write an intermediate result to global memory, shown on the left side.
Afterwards, we apply the column convolution using the intermedi-
ate result, shown on the right side. This optimization is not gener-
ally applicable for every stencil application. However, it significantly
increases the performance for convolution computations when appli-
cable as shown in Figure 17 (using a logarithmic scale). We examine
three different versions of separated convolution. The first version is
only separating the convolution into a row and a column convolution
without implementing overlapped tiling or the usage of local mem-
ory.
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input intermediate
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row convolution
kernel

neighborhood

neigh-
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conlumn 
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Figure 16: Illustration of a two dimensional convolution using separated
convolution kernels

Figure 17: Performance of an improved tiled and separated 17×17 convolu-
tion compared to convolutions implementing other optimizations

performance The kernels implementing the row and column
convolution are shown in Appendix A.1 in Listing 27 and Listing 28.
Separating the convolution like this results in a speedup of 8.89 com-
pared to the previous version and to a speedup of 15.84 compared
to the naive version. Reintroducing tiling and local memory does not
necessarily improve the performance. Choosing the wrong tile sizes
leads to a significant performance drawback. The kernels implement-
ing the tiled row and column convolution are shown in Appendix A.1
in Listing 29 and Listing 30. However, choosing appropriate param-
eters for all optimizations, we gain a speedup of 38.41 compared to
the naive version. The kernels implementing the improved tiled row
and column convolution are shown in Appendix A.1 in Listing 31

and Listing 32. These numbers emphasize that separating the convo-
lution significantly improves the performance and should always be
applied if possible.
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1 conv = λ b weightsX weightsY input .

2 (convColumn b weightsY ◦ convRow b weightsX) input

3

4 convRow = λ b weights:[float]17 input:[[float]n]m .

5 (mapGlobal1(mapGlobal0( λ nbh:[[float]17]1 .

6 (reduceSeq (+) 0 ◦ mapSeq (∗) ◦ zip) ( jo in nbh) weights)) ◦
7 sl ide2d 1 1 17 1 ◦ pad2d 0 0 8 8 b) input

8

9 convColumn = λ b weights:[float]17 input:[[float]n]m .

10 (mapGlobal1(mapGlobal0( λ nbh:[[float]1]17 .

11 (reduceSeq (+) 0 ◦ mapSeq (∗) ◦ zip) ( jo in nbh) weights)) ◦
12 sl ide2d 17 1 1 1 ◦ pad2d 8 8 0 0 b) input

Listing 8: 17× 17 convolution separated into a row and column convolu-
tion

representation in lift Separating convolutions into a row and
column convolution (also called X and Y convolution) is beneficial
because of two reasons: First, it reduces the amount of operations re-
quired to compute a single output element. Depending on the size
of the convolution kernel, computing a single output is costly. For
a 17× 17 convolution, it takes 289 multiplications and additions to
compute a single output element. If we can separate the convolution
into a 17× 1 and a 1× 17 convolution, we only need 17+ 17 = 34 mul-
tiplications and additions to compute the same output element. This
reduces the amount of operations required by a factor of 8.5. Second,
it allows a better utilization of the limited local memory when using
tiling.

In the following, we examine how to express this optimization in
LIFT’s IL by discussing how to

1. functionally express a separated convolution (Section 3.2.3.1)

2. reintroduce overlapped tiling and local memory (Section 3.2.3.2)

3. improve the tile sizes for separated convolutions (Section 3.2.3.3)

We start by examining how to express a separated convolution in
its simplest form using functional primitives. Thus, without tiling and
without using local memory. Afterwards, we proof that this separa-
tion is valid given a separable convolution kernel. Then, we examine
different ways to use overlapped tiling on separated convolution and
explain more advanced optimizations.

3.2.3.1 Simple Separation

A separated convolution that is composed of a row convolution and
a column convolution is shown in Listing 8 using low-level primi-
tives. The separation is naturally expressed using function composi-
tion (line 2). In this version, every global work-item computes a single
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output element and accesses global memory. Note that we first apply
convRow which writes its intermediate result into global memory.
convColumn uses this intermediate result to compute the result of
the convolution. Since there is no way to globally synchronize work-
groups, convRow and convColumn need to be executed as two sep-
arate kernels that are executed consecutively on the GPU. This way,
we ensure that the row convolution has finished before we use the
results in the column convolution. Therefore, we need to generate a
kernel for both convolution functions (lines 4 and 9).

Both functions are similar to the naive versions introduced in Sec-
tion 3.2.1. In fact, they only differ in numerical parameter for the
pad2d and slide2d functions. This is because from a functional per-
spective only the shape of the tiles, neighborhoods and convolution
kernel changed. Whereas the computation performed, a convolution
computation, is still the same. The change from conventional 2D con-
volution to row and column convolution leads to the changes in the
pad2d and slide2d functions that create the neighborhoods according
to the stencil shape. Note that we use slide2d and pad2d as a conve-
nient way to create the 17× 1 neighborhoods for the row convolution
(line 7) and the 1×17 neighborhoods for the column convolution (line
12). It is convenient because we only change the parameters instead
of changing the composition of map, slide and transpose to create the
row and column neighborhoods. Although one dimension equals 1 in
each neighborhood, slide2d creates matrices in both cases which are
flattened as before using join in lines 6 and 11.

Now we proof mathematically that convolutions using specific con-
volution kernels can be separated into a row and column convolution:
For completeness we repeat the definitions for one and two dimen-
sional convolution from Sections 2.2.3.3 and 2.3.3.3:

definition 3 .4 (convolution): Let Ω be an array of size n whose
elements are arrays of size m. Let rx and ry be positive integer values denot-
ing the radius of the stencil shape in X and Y dimension. Let u = 2rx+ 1

denote the width of the stencil in X dimension and v = 2ry+ 1 the height
of the stencil in Y dimension. Let K be an array of size u× v denoting the
convolution kernel. Let −rx 6 i 6 rx and −ry 6 j 6 ry . One dimensional
convolution is then defined as follows:

(Ω ∗K)(x) =
rx∑

i=−rx

Ω(x+ i) ·K(i) (11)

The convolution operator ∗ for 2D arrays is the defined as follows

(Ω ∗K)(x,y) =
∑
i

∑
j

Ω(x+ i,y+ i) ·K(i+ j · rx)

which equals

(Ω ∗K)(x,y) =
∑
i

∑
j

Ω(x+ i,y+ i) ·K(i, j) (12)
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(a) Original image (b) Image after applying the Sobel
edge detection filter

Figure 18: Applying the Sobel edge detection filter to the Lena image

if we assume that K is a two dimensional array of size (2rx+ 1)× (2ry+ 1)

again.

proof 3 .2 .1: Since multiplication is commutative, we can rewrite Equa-
tion 12 to the following equation:

(Ω ∗K)(x,y) =
∑
i

∑
j

K(i, j) ·Ω(x+ i,y+ i)

If the u× v matrix K can be decomposed into a u× 1 matrix Kx and a 1× v
matrix Ky such that:

K(i, j) = Ky(i) ∗Kx(j) (13)

we call this matrix separable.

(Ω ∗K)(x,y) =
∑
i

∑
j

Kx(i) ·Ky(j) ·Ω(x+ i,y+ i)

=(Ω ∗K)(x,y) =
∑
j

Ky(j) ·

(∑
i

Kx(i) ·Ω(x+ i,y+ j)

)

This shows that it is valid to first perform the convolution in X dimension
using Kx and do the column convolution afterwards using Ky, if K is sepa-
rable.

The key property that allows to separate the convolution into two
parts is given in Equation 13. To understand this property we look
at a well-known example of a separable convolution kernel used in
image processing. The Sobel Edge Detection Filter [56] is a convolution
operation frequently used in image processing algorithms. It uses two
3× 3 convolution kernels to detect vertical and horizontal edges in a
given picture as shown in Figure 18. Since both kernels are separable,
we only use one of them to give an example for the property given in
Equation 13:
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example 3 .2:−1 0 1

−2 0 2

−1 0 1

 =

12
1

 · [−1 0 1

]

In the remainder of this section we assume that the convolution
kernel K is separable.

The applicability of this optimization depends on the values of
the convolution kernel. Since we are unable to detect the separability
property of a convolution kernel automatically in the current version,
we provide a high-level function that allows to specify a column and
a row convolution kernel. This allows the programmer to indicate
that the convolution can be separated:

definition 3 .5: Let Ω be an array of size m whose elements are arrays
of size n. Let b be a boundary function as defined in Section 2.2.2 Let rx and
ry be positive integer values. Let nx = 2rx+ 1 denote the size of the stencil
shape in X dimension and ny = 2ry+ 1 denote the size of the stencil shape
in Y dimension. Let Kx be an array of size nx and Ky be an array of size
ny. The separableConvolution2d function is then defined as:

separableConvolution2d b Kx Ky Ω
def
=

(convColumn b Ky ◦ convRow b Kx) Ω
where

convRow b Kx =

map(map (f Kx)) ◦ slide2d 1 1 nx 1 ◦ pad2d rx rx 0 0 b)

and

convColumn b Ky =

map(map (f Ky)) ◦ slide2d ny 1 1 1 ◦ pad2d 0 0 ry ry b)

and

f K nbh = (reduce (+) 0 ◦ map (∗) ◦ zip) (join nbh) K

(14)

Now we defined means to express separated convolutions. In the
next sections, we reintroduce tiling and discuss how to improve tiling
for separated convolution computations.

3.2.3.2 Tiling Separated Convolution

In the previous section we described how to use the separation of
the convolution computation to reduce the amount of operations re-
quired to compute a single output element. In this section we rein-
troduce overlapped tiling and local memory usage to the separated
convolution computation. To rewrite the simply separated convolu-
tion expression introduced in the previous chapter, to an expression
that uses tiling and local memory eventually, the same techniques are
applied as in the non-separated convolution. Therefore, we do not
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repeat the formal rewrites for these optimizations in the following
sections again.

Separating the convolution computation into a row and a column
convolution reduces the amount of halo elements when loading a tile
into the small local memory. For the column convolution we are able
to ignore the horizontal halo elements which we had to include in
the conventional 2D convolution as depicted in Figure 19. Therefore,
the ratio between halo elements and output elements in a tile signifi-
cantly decreases. Since we do not need to load halo elements in one
dimension, the tiles do not overlap in this dimension too.

Creating the overlapping tiles for the row and column convolu-
tion is again realized by using the slide2d function on a padded in-
put. Intuitively, we divide each row into overlapping tiles for the row
convolution and each column into overlapping tiles for the column
convolution. Thus, we express the computation using the expression
shown in Listing 9.

The arrangement of the tiles used in Listing 9 is illustrated in Fig-
ure 20. The tile sizes were chosen according to the Nvidia Toolkit
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1 conv = λ b weightsX weightsY input .

2 (convColumn b weightsY ◦ convRow b weightsX) input

3

4 convRow = λ b weights input .

5 (mapWorkgroup1(mapWorkgroup0(λ tile .

6 (mapLocal1(mapLocal0((λ nbh .

7 (toGlobal(mapSeq id) ◦
8 reduceSeq (+) 0 ◦ mapSeq (∗) ◦ zip) ( jo in nbh) weights)) ◦
9 sl ide2d 1 1 17 1 ◦

10 toLocal(mapLocal1(mapLocal0 id))) tile))) ◦
11 // divide each row into tiles that contain 80 elements

12 // the input only needs to be padded on the left and right

13 sl ide2d 1 1 144 128 ◦ pad2d 0 0 8 8 b) input

14

15 convColumn = λ weights input .

16 (mapWorkgroup1(mapWorkgroup0(λ tile .

17 (mapLocal1(mapLocal0((λ nbh .

18 (toGlobal(mapSeq id) ◦
19 reduceSeq (+) 0 ◦ mapSeq (∗) ◦ zip) ( jo in nbh) weights)) ◦
20 sl ide2d 17 1 1 1 ◦
21 toLocal(mapLocal1(mapLocal0 id))) tile))) ◦
22 // divide each column into tiles that contain 80 elements

23 // the input only needs to be padded on the top and bottom

24 sl ide2d 80 64 1 1 ◦ pad2d 8 8 0 0 b) input

Listing 9: Applying Overlapped Tiling and using local memory in the row
and column convolution

example [51]. In the row convolution, a tile contains 144 elements
in total and covers a single row while overlapping 16 elements with
neighboring tiles on each side. The column convolution tile contains
80 elements, covering a single column. Now we successfully sepa-
rated the convolution computation into two distinct computations
and decreased the amount of computations needed to compute a sin-
gle output element. We also decreased the ratio of halo elements to
output elements in a tile which allows to compute more output ele-
ments with fewer memory accesses.

We discussed how to functionally express separate convolution
computations that use a separable convolution kernel. Furthermore,
we reintroduced overlapped tiling and local memory to these expres-
sions. The performance of the handwritten OpenCL kernels shown in
Figure 17 in Section 3.2.3 revealed that these tile sizes lead to a signif-
icant performance drawback compared to the separated convolution
that does not apply tiling. In the next section, we discuss the prob-
lem with the current tile sizes and examine how to improve tiling in
separated convolutions using LIFT’s IL.

3.2.3.3 Improve Tiling in Separated Convolution

In this section, we specifically improve the tiling in the column con-
volution. Memory accesses to global memory are costly but if consec-
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19 ...

20 toLocal(mapLocal1(mapLocal0 id)) tile))) ◦
21 sl ide2d 80 64 1 1 ◦ pad2d 8 8 0 0 b) input

Listing 10: Low-level expression creating tiles that enfore uncoalesced
global memory access in column convolution

19 ...

20 toLocal(mapLocal1(mapLocal0 id)) tile))) ◦
21 sl ide2d 80 64 16 16 ◦ pad2d 8 8 0 0 b) input

Listing 11: Low-level expression creating tiles that enable coalesced global
memory access in column convolution

utive work-items access consecutive elements in global memory the
accesses are coalesced. This means that multiple accesses to the DRAM
of the GPU are performed in a single transaction. In OpenCL, two di-
mensional data is stored in a row-major order on the device. This
means that consecutive work-items of a work-group should access
elements of the same row to achieve coalesced accesses.

Work-items access the tiles created in the expression shown in List-
ing 10. Local work-items, thus work-items in the same work-group,
are mapped onto the column tile whose shape is illustrated in Fig-
ure 20. The first work-item of a work-group accesses the first element
of the tile which is the uppermost element of the column tile. The
second work-item accesses the second element of the tile in row ma-
jor order and so on. Since the column tile has width of 1, the next
element in row major order is the element in the next row directly
underneath the first element. Thus, every work-item in a work-group
accesses another row and memory accesses of a work-group can not
be coalesced. This results in a significant performance drawback of
the generated kernel for this expression as observed previously.

In order to address this problem, we need to coalesce the memory
accesses of local work-items to global memory. The general idea is
to increase the width of the column tile. This way, the second work-
item accesses the element next to the first work-item and so on. The
choice of how much we increase the column tile width depends on
the hardware.

On Nvidia GPUs, work-items of a work-group are divided for exe-
cution into groups of 32 called warps (or wavefronts on AMD GPUs).
The optimal size of the column tile width depends on how many
work-items are scheduled to access the global memory at the same
time. On older Nvidia GPUs (Compute Capability < 2), global mem-
ory accesses are coalesced for a half warp (16 work-items). Therefore,
we should increase the width of the tile to 16 elements such that ev-
ery work-item accesses the same row at the same time. This is exactly
the tile size we find in the Nvidia guide to optimize separable con-
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volution [51]. This guide is from 2007 and newer generations of GPU
cores have been released since. Nowadays, global memory accesses
are coalesced for a complete warp of 32 work-items.

This way of tiling the input can be expressed using slide2d as shown
in Listing 11. This arrangement of tiles for the column convolution is
visualized in Figure 21.

To summarize, in the previous sections we discussed why it is ben-
eficial to separate convolution computations in a row and column
convolution if possible. We evaluated the performance benefit using
handwritten OpenCL kernels and introduced how to express this op-
timization using LIFT’s IL. Furthermore, we reintroduced overlapped
tiling and local memory and discussed how to improve tile sizes for
separated convolution computations. In the following sections we dis-
cuss more advanced optimizations specifically for the column convo-
lution.

3.2.4 Transposing the Local Memory Tile in the Column Convolution

On some Nvidia GPUs it might be beneficial to transpose the tile
before loading it into local memory to change the memory access
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Figure 23: Performance of column convolutions when transposing tiles and
adding extra columns

pattern in local memory. This optimization is applied in the exam-
ple kernel code of the optimization guide for separable convolution
by Nvidia [51]. This optimization is shown in Figure 22. Implement-
ing this in low-level programming languages like OpenCL or CUDA
requires to change memory allocation and accesses throughout the
kernel.

performance The performance compared to the column convo-
lution without transposing the local memory tile is illustrated in Fig-
ure 23. The kernel implementing the transposed tile column convolu-
tion is shown in Appendix A.1 in Listing 33. Unfortunately, transpos-
ing the tile before loading it into local memory is not enough to speed
up the computation. By transposing the tile, we introduced so called
bank conflicts which we discuss later when accessing the local mem-
ory. Resolving these bank conflicts eventually achieves a speedup of
1.01 compared to the column convolution without transposing the
column convolution tile. The kernels implementing the tiled column
convolution with resolved bank conflicts are shown in Appendix A.1
in Listing 34 and Listing 35. Although this optimization does not sig-
nificantly improve the performance on the GPU we used to conduct
our experiments, it is suggested by Nvidia to apply this optimization
to the column convolution and we discuss how to functionally ex-
press the transposition of the tile before copying it to local memory.
In Section 3.2.4.1, we discuss the concept of bank conflicts and how
to resolve them using low-level primitives.

representation in lift Using our low-level primitives and the
transpose function, we are able to apply the transposition of the tile in-
tuitively as shown in Listing 12. Instead of making multiple changes
in the kernel which include error-prone index computations, we sim-
ply add transpose twice directly indicating the original intend of trans-
posing the tile. The first transpose (line 22) transposes the tile as shown
in Figure 22. After transposing, the tile is loaded into local memory
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18 ...

19 sl ide2d 17 1 1 1 ◦
20 transpose ◦
21 toLocal(mapLocal1(mapLocal0 id)) ◦
22 transpose) tile))) ◦
23 sl ide2d 80 64 16 16 ◦ pad2d 8 8 0 0 b) input

Listing 12: Column convolution: Storing transposed tile in local memory

by every work-group as before. By transposing we change the type
of the tile from a n×m matrix to an m×n matrix. However, the rest
of the expression expects a matrix of the original type. The slide2d in
line 19 creates the original neighborhoods in every column. Apply-
ing this function unchanged on the transposed tile obviously returns
the result also transposed. Therefore, we apply transpose again in line
20 after loading it into local memory. This restores the orientation
of the tile. The semantics of the expression remains unchanged be-
cause transposing a matrix (line 22), applying the identity (line 21)
and transposing it again (20) returns the original matrix.

The only new rewrite rule that is needed to introduce the trans-
posed tile is defined as follows:

rewrite rule 8 (transposition identity):

f→ f ◦ transpose ◦ transpose | transpose ◦ transpose ◦ f

The application of the identity function and the transpose shown
in Listing 12 can commute without changing the semantics of the
functional programming. Since the proof and steps to rewrite the ex-
pression to use store a transposed tile are obvious, we do not discuss
them here.

Next, we discuss the concept of banks, bank conflicts and how to
avoid them using our low-level primitives.

3.2.4.1 Avoiding Bank Conflicts

Local memory is organized in so-called banks of equal size. These
banks are accessed simultaneously by multiple work-items of the
same work-group. If two different work-items load from or store
to two different banks, these memory transactions are parallelized
achieving high memory bandwidth. However, if two different work-
items access elements stored in the same memory bank, these ac-
cesses are executed sequentially. This is called a two-way bank conflict.
Generally, n work-items of a warp accessing the same bank simul-
taneously is called a n-way bank conflict. The amount of banks and
their size depend on the specific device. Devices with a compute ca-
pability 1.X contain 16 banks whereas devices with higher compute
capability contain 32. Usually, a bank contains 32 bit words although
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Figure 24: Column convolution: Arrangement of banks for transposed tile
on GPUs with 16 banks

the size of a bank can be manually increased to 64 bit words on de-
vices with compute capability 3.X to avoid performance pitfalls using
double precision data. Another important factor is how local mem-
ory accesses are scheduled. On devices with compute capability 1.X,
a memory request for a warp (32 work-items) is split in two sepa-
rate requests for each half warp. On modern GPUs a complete warp
simultaneously accesses the shared memory. When storing data to lo-
cal memory, consecutive 32 bit words are stored in consecutive banks.
Since we use single precision floating point numbers in our evalu-
ation, every float is stored into a single bank. For example when
storing a buffer containing 16× 4 floating point numbers into local
memory on a device with 32 banks, the floats in the first two rows
(32 floats) are each stored in one of the 32 available banks consecu-
tively. The first float in the third row is then again stored in the first
bank and so on.

avoiding bank conflicts for half warp accesses Execut-
ing our column convolution on an older GPU of compute capability
1.X with 16 banks and shared memory requests for each half warp
results in bank conflicts on local memory accesses. We discuss how
to avoid bank conflicts for these devices as introduced in [51]. After-
wards we show that this solution is not sufficient for modern GPUs
and discuss how to avoid bank conflicts on newer architectures as
well.

The arrangement of banks for our transposed buffer containing
80× 16 floats is shown in Figure 24. Each row contains 80 floating
point numbers. The first consecutive 16 numbers are stored in the 16
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Figure 25: Column convolution: Memory access of a single work-group
when transposing the tile before copying to local memory

banks 0 to 15. The 17th number is then again stored in bank 0 and
so on. Since 80 is evenly divisible by 16, the last element of the first
row is stored in bank 15. Therefore, the arrangement of banks for
the second row is exactly the same as for the first row as visualized
in Figure 24. The crucial question now is how these elements are ac-
cessed. In the hand-tuned version by Nvidia a work-group with 16×8
work-items is used. This work-group is split into four warps for exe-
cution. The global and local memory accesses for these work-groups
are shown in Figure 25. A 16× 80 tile is assigned to a 16× 8 work-
group. This work-group accesses the first eight rows of the tile and
stores them in a transposed manner into local memory. Afterwards
the same work-group accesses the next 8 rows and stores them into
local memory until the whole buffer is copied. Global memory ac-
cesses are coalesced but the shared memory is accessed column wise
since we transpose the tile before storing it. Assuming that memory
requests of a warp are divided into half warp requests, the first half
warp of the work-group accesses the first column of the tile in shared
memory. Comparing this access pattern to the arrangement of banks
depicted in Figure 24 reveals that every work-item of a half warp ac-
cesses the same bank. This results in a 16-way bank conflict, and all
16 accesses are executed sequentially. To resolve these bank conflicts,
each work-item of the same half warp has to access another bank. A
simple solution is to increase the local memory buffer by adding an
extra column which remains unused during computation. However,
this additional column changes the arrangement of the local memory
banks as shown on the right side of Figure 24. Now all 16 work-items
of each half warp access different banks, thus we avoided all bank
conflicts.

In LIFT, every array xs has a dedicated size (for example n) en-
coded in its type: e. g. xs : [α]n. This size is used to determine the
size of the OpenCL buffer that eventually contains the elements in
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the kernel code. To express this optimization using our primitives,
we first need to distinguish the size of a buffer and its capacity. The
size specifies the amount of elements it contains while the capacity
specifies the maximum number of elements which can be stored in
this buffer. Thus, to avoid bank conflicts we want to increase a buffers
capacity without changing its size. To functionally express this opti-
mization, we introduce a new primitive similar to the high-level pad
primitive. The low-level increase primitive is used to increase the ca-
pacity of a buffer without adding elements that should be included
in the computation.

definition 3 .6: Let xs be an array of size n with elements xi where
0 < i 6 n. Let l and r be two positive integer values. The increase primitive
is then defined as follows:

increase l r [x1, . . . , xn]
def
= [x1, . . . , xn]

while it is guaranteed that the capacity of the buffer used to store xs

is increased by l elements on its left and r elements on its right end

The type of increase is defined as follows:

increase : int→ int → [α]n → [α]n

The computation of the stencil does not depend on the capacity of
the buffer used to store the elements as long as the correct elements
are loaded and stored. Therefore, the increase primitive indicates our
code generator, which is discussed in the next chapter, to increase the
capacity of the buffer in such a way that it does not affect the result
of an output element. However functionally, the increase primitives
equals the identity function. Hence, id = increase l r. Note that since
we define incease as the identity function, LIFT’s type system should
be extended in future work introducing a capacity for arrays xs which
might differ compared to its size. This would allow to functionally
encode this optimization in the types of data structures.

Similar to the already introduced pad2d function, we introduce a in-
crease2d function which is used in our column convolution to increase
the size of the tile in shared memory:

definition 3 .7: Let xs be an array of size m whose elements are arrays
of size n. Let top, bottom, left, right be positive integer values. The
increase2d function is then defined as:

increase2d top bottom left right xs
def
=

(transpose ◦ increase left right ◦
transpose ◦ increase top bottom ) xs

If top = bottom, left = right we also write

increase2d top left xs
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19 ...

20 transpose ◦
21 toLocal(mapLocal0(mapLocal1 id)) ◦
22 transpose ◦ increase2d 0 0 0 1) tile))) ◦
23 sl ide2d 80 64 16 16 ◦ pad2d 8 8 0 0 b) input

Listing 13: Column convolution: Avoiding bank conflicts by artificially in-
creasing the buffer capacity

instead of

increase2d top top left left xs

The functional expression which applies this optimization using
our new low-level primitive is shown in Listing 13.

avoiding bank conflicts for complete warp accesses test
Finally, we examine if increase resolves bank conflicts on modern
GPUs as this version of the column convolution is optimized for
Nvidia devices with compute capability 1.X. Modern GPUs have 32

banks which are accessed by a complete warp. The arrangement of
banks without adding a column using a 80×16 buffer in shared mem-
ory is shown in Figure 26. Every work-item accesses the same bank
as eight other work-items. Thus without adding an extra column we
have bank conflicts too, however this time an 8-way bank conflict. By
adding another column to the tile we shift the banks again but it is
not sufficient to resolve all bank conflicts since two work-items of
a warp access bank 0. To resolve all bank conflicts we have to add
two columns which fully resolves the bank conflicts. Another solu-
tion would be to change the width of the tile from 16 to 32. This way,
we have similar setup as before. A whole warp accesses one row in
global memory and one column in shared memory when storing the
transposed tile. By adding one column to this new tile we shift the
banks in another way such that no bank is accessed twice.

The rewrite rule needed to introduce the increase primitive is de-
fined as:

rewrite rule 9 (increase identity):

f→ increase l r ◦ f | f ◦ increase l r

As we have seen in this section, some optimizations are highly de-
pending on low-level hardware details. For example one has to care-
fully consider the choice of tile sizes and work-group configurations
according to the warp scheduling and the amount of banks in a GPU.
In the next section, we examine one final optimization to further im-
prove the performance of stencil computations by reducing boundary
checks.
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Figure 26: Column convolution: Arrangement of banks for transposed tile
on GPUs with 32 banks

3.2.5 Loop Unrolling and Reducing Boundary Checks

Stencil kernels in low-level languages like OpenCL or CUDA typi-
cally contain small loops in their imperative kernel code. Similarly,
our low-level primitives like mapSeq or mapLocal are used in the code
generation which is described later to create for-loops. However if
the loop is iterated only a few times, it is almost always beneficial to
unroll the loop to avoid its overhead. A potentially beneficial place to
unroll loops is when loading a tile from global to local memory. Tak-
ing the column convolution as an example, every work-group copies
a 16× 80 tile to local memory using work-groups of size 16× 8. Thus,
the tile is loaded to local memory iterating a loop 10 times as visu-
alized in Figure 27. The critical parts of this process to load this tile
from global to local memory are the halo regions. When copying a
halo region to local memory we need to check for potential out-of-
bounds accesses and apply the boundary handling in these cases. An
intuitive implementation of this loop can be found in the kernels that
implement the optimization discussed in the last section, for example
in Appendix A.1 in Listing 34. The loop that copies the tile to local
memory is shown in Listing 14 for convenience. Boundary checks
for both, the upper halo (line 13) and the lower halo (line 14), are
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Figure 27: Visualizing iterations to load a tile from global to local memory

9 ...

10 for (int lid1 = get_local_id(1); lid1 < 80; lid1 = (8 + lid1)) {

11 int x = lid0 + (16 * wg0);

12 int y = (-8 + lid1 + (64 * wg1));

13 y = max(0, y);

14 y = min(4095, y);

15

16 L[lid1 + (81 * lid0)] = IN[x + (4096 * y)];

17 }

18 ...

Listing 14: Handwritten for-loop that copies a tile from global to local
memory

executed in every iteration although each one is only needed in one
specific iteration. By unrolling the loop into 10 single iterations exe-
cuted subsequently, we are able to omit boundary checks in almost
all iterations and only execute them when necessary.

performance The performance of a handwritten kernel that ap-
plies loop unrolling to reduce boundary checks compared to the pre-
vious column convolutions is illustrated in Figure 28. The kernel that
implements the unrolled loop is shown in Appendix A.1 in Listing 36.
Reducing boundary checks using loop unrolling achieved a speedup
of 1.13 compared to the previous best column convolution.

representation in lift Now, we examine how to functionally
express this optimization using LIFT’s IL. To express loop unrolling
using our low-level primitives we introduce a new primitive called
mapSeqUnroll. It is defined exactly as the mapSeq primitive with the
slight difference that it indicates the code generation to always emit
unrolled loops if possible. This is when the iteration count of a loop
is statically known. Listing 15 shows the column convolution using
tiling and local memory without unrolling the copying of the tile
to local memory. Using this new primitive, we are able to express the



3.3 summary 63

Figure 28: Performance of column convolution with reduced boundary
checks compared to previous column convolutions

19 ...

20 transpose ◦
21 // using a configuration of 16 x 8 local work-items

22 toLocal(mapLocal1(mapLocal0 id)) ◦
23 transpose ◦ increase2d 0 0 0 1) tile:[[float]16]80))) ◦
24 sl ide2d 80 64 16 16 ◦ pad2d 8 8 0 0 b) input

Listing 15: Expression to copy a tile from global to local memory

optimization discussed above as show in Listing 16. We first explicitly
divide the tile in 10 chunks using split 8 as shown in line 26 which
results in an array of chunks. The tile is copied to local memory in 10

steps while the mapSeqUnroll states our intent to use an unrolled loop.
This allows omit boundary checks for the first and last iteration which
happens automatically during code generation which we discuss in
the next chapter.

3.3 summary

In this chapter we started with a functional expression that described
a 17× 17 convolution stencil computation which is easy to write by
a programmer familiar with functional programming. This expres-
sion is shown again in Listing 17. We incrementally formalized and
applied multiple well-known optimizations for stencil computations
like overlapped tiling and separating the convolution into a row and
column convolution. In order to express some of these optimizations,
we extended the functional low-level language of the LIFT framework
by adding new low-level primitives like increase or mapSeqUnroll and
reused the earlier introduced slide primitive. We systematically ap-
plied all optimizations one after each other and in a way an optimiz-
ing compiler could perform automatically. Since all applied optimiza-
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19 ...

20 transpose ◦
21 // join the partitioned array in local memory again

22 map( jo in) ◦
23 // unroll the loop using the new mapSeqUnroll primitive

24 toLocal(mapLocal1(mapSeqUnroll(mapLocal0 id))) ◦
25 // split tile in 10 chunks of size 8

26 map( s p l i t 8) ◦
27 transpose ◦
28 increase2d 0 0 0 1) tile))) ◦
29 sl ide2d 80 64 16 16 ◦ pad 8 8 0 0 b) input

Listing 16: Low-level expression to copy a tile from global to local mem-
ory using loop unrolling

1 conv = λ b weights input .

2 (map(map( λ nbh .

3 (reduce (+) 0 ◦ map (∗) ◦ zip) ( jo in nbh) weights)) ◦
4 sl ide2d 17 1 ◦ pad2d 8 8 b) input

Listing 17: High level expression for a 17× 17 convolution

tions are provably semantics preserving we can guarantee that we
did not change the semantics of the original high-level program. Fi-
nally we end with a fully optimized functional program of low-level
primitives as shown in Listing 18.

Using the optimizations discussed in this chapter we are able to im-
prove the performance of the 17×17 convolution achieving a speedup
of 40.9 comparing the naive version with the most optimized version.
This result emphasizes the importance of applying these optimiza-
tions in a structured way as there are many caveats during the opti-
mization process where a wrong decision in optimization parameters
may lead to a significant performance drawback.

At this point, one might ask two specific questions considering an
arbitrary stencil expression: Which optimizations should be applied
in which order and when is an application sufficiently optimized?
This question is a well-known problem, also known as phase ordering,
in optimizing state-of-the-art compilers like clang or gcc. To this day,
there is no sufficient answer to this problem and optimizing com-
pilers still use heuristics to decide which optimizations are applied
when. However when talking about optimizations we are not consid-
ering instruction combining or inlining like the existing compilers. Fur-
thermore, we talk about stencil-specific optimizations like overlapped
tiling which existing compilers can not apply. Therefore, we defined
means to systematically (and possibly automatically once heuristics
or performance models are defined) apply application-specific opti-
mizations using our functional approach.
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1 // separating convolution - Section 3.2.3

2 conv = λ b weightsX weightsY input .

3 (convColumn b weightsY ◦ convRow b weightsX) input

4

5 convRow = λ b weights input .

6 // using low-level primitives - Section 3.1

7 (mapWorkgroup1(mapWorkgroup0(λ tile .

8 (mapLocal1(mapLocal0(λ nbh .

9 (toGlobal(mapSeq id) ◦
10 reduceSeq (+) 0 ◦ mapSeq (∗) ◦ zip) ( jo in nbh) weights)) ◦
11 sl ide2d 1 1 17 1 ◦
12 // utilizing local memory - Section 3.2.2.2

13 toLocal(mapLocal1(mapLocal0 id))) tile)) ◦
14 // overlapped tiling - Section 3.2.2

15 sl ide2d 1 1 144 128 ◦ pad2d 0 0 8 8 b) input

16

17 convColumn = λ b weights input .

18 (mapWorkgroup1(mapWorkgroup0(λ tile .

19 (mapLocal1(mapLocal0(λ nbh .

20 (toGlobal(mapSeq id) ◦
21 reduceSeq (+) 0 ◦ mapSeq (∗) ◦ zip) ( jo in nbh) weights)) ◦
22 sl ide2d 17 1 1 1 ◦
23 transpose ◦
24 map( jo in) ◦
25 toLocal(mapLocal0(mapSeqUnroll(mapLocal1 id))) ◦
26 // reduce boundary checks - Section 3.2.5

27 map( s p l i t 8) ◦
28 // transpose tile - Section 3.2.4

29 transpose ◦
30 // avoid bank conflicts - Section 3.2.4.1

31 increase2d 0 0 0 1) tile)) ◦
32 // global memory coalescing - Section 3.2.3.3

33 sl ide2d 80 64 16 16 ◦ pad2d 8 8 0 0 b) input

Listing 18: Low-level expression for a 17×17 convolution applying all op-
timizations discussed in this thesis
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G E N E R AT I N G H I G H P E R F O R M A N C E O P E N C L
C O D E

In this chapter we explain how we implemented the code generation
producing high performance OpenCL kernels using our low-level ex-
pression written in our functional data parallel IL (Intermediate Lan-
guage) introduced in the previous chapter.

Given an expression written in LIFT’s IL, the compilation process
is divided into several steps as visualized in Figure 29. These steps
are discussed in more details below:

type inference The first step in LIFT’s compilation process is a
static type check and type inference. The compiler implements
a dependent type systems that considers array lengths, possible
ranges of values which will be of more importance later, and
OpenCL memory address spaces. The static type check vali-
dates that input and output types match at every step of the
computation. This ensure that all primitives are composed and
nested correctly preventing the user to write invalid code. Type
checking and inference is one of the most important steps dur-
ing the compilation process because the type information is key
to achieve high performance OpenCL code. For example, this
information is extensively used in the next two steps

memory allocation During memory allocation, the type infor-
mation received in the first step is used to determine the re-
quired buffer size and corresponding OpenCL address space
for any significant intermediate result. An intermediate result
is regarded as significant if data has been modified. A simple

Type 
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Elimination

OpenCL Code
Generation

OpenCL

kernel

High-level 
expression

Low-level
expression

Code Generation

Figure 29: Compilation steps to compile a high-level expression to an
OpenCL kernel
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memory allocation would allocate a new buffer for ever inter-
mediate result. This would be highly inefficient since primitives
like slide or pad only shape the data before it is accessed instead
of modifying it.

array accesses All array accesses in the LIFT framework are im-
plicit rather than explicit. Each primitive implicitly defines how
its input should be accessed - map for example is defined to ac-
cess each element once and apply a unary function to it. Since
there are no means to explicitly access arrays, data races are
avoided by construction. However, this introduces two main
challenges: First, unnecessary intermediate results need to be
avoided. Therefore, one has to store the information of how
memory should be accessed in the compiler when a data-layout
primitive is encountered. Second, accesses to multidimensional
arrays which have a flat representation in memory need to be
efficiently converted to one dimensional accesses.

barrier elmination To ensure memory consistency, threads that
access the same memory location must synchronize. The only
primitives that potentially allow multiple threads to access the
same memory location are the parallel map primitives. There-
fore, all threads need to synchronize after every occurring paral-
lel map. This is realized be emitting a return after mapWorkgroup
and mapGlobal because OpenCL does not allow to synchronize
global threads or work-groups. However, a barrier is emitted
after every mapLocal primitive to synchronize all work-items of
a work-group. In some cases these barriers can be eliminated,
for example when there is no sharing because all work-items
continue to use the same memory locations. If it can be stati-
cally proved that barriers are not necessary, these barriers are
eliminated.

opencl code generation As a final step, the lift compiler gen-
erates the low-level OpenCL kernel code. The compiler follows
the data flow and emits matching code snippets for every primi-
tive. At this point, every previous compilation step has been ex-
ecuted successfully and low-level optimizations are performed.
As an example, using the type information received earlier, the
compiler infers the amount of threads assigned to a mapLocal
primitive. Therefore it can eliminate the loop which would nor-
mally be emitted if the number of threads exceeds or is equal to
the amount of elements processed.

All these compilation steps emphasize the importance of preserv-
ing the information captured in the functional primitives and their
types. In contrast to most existing code generation frameworks, LIFT
generates low-level loop based code at the very last stage of the com-
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[float]n

[float]n+2

[[float]3]n
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(mapGlobal( reduceSeq (+) 0 ) ∘
  slide 3 1 ∘ pad 1 1 clamp) input

padView
int: l, r
boundaryFct: clamp
  

indexFct (int i) =
  return clamp(i, (n+l+r));

inputView
int: n // size

slideView
int: slideSize,  slideStep
  

indexFct (int i, int j) =
  return i * slidestep + j;

input

Figure 30: Construction of LIFT’s views for a 3-point Jacobi stencil

pilation process and is therefore able to utilize unique opportunities
for optimizations as much as possible.

In the following section we discuss LIFT’s view system which is
used to handle data-layout primitives during the Array Access stage.
Since both new high-level primitives (slide and pad) introduced in this
thesis shape the layout of the data rather than modifying it, this step
is of the compilation process is particularly interesting.

4.1 lift view system

When a data-layout primitive is encountered during compilation, a
compiler-internal data structure called view is created. Views store
the information how the memory should be accessed by subsequent
primitives. Once data is going to be modified, the view system is used
to resolve memory accesses and the result is stored in a new buffer
allocated in the memory allocation phase. This view system can be
compared to views in SQL which provide a virtual result of a query
that can also be used in subsequent queries.

The view system is divided into two parts: the view construction
where information is gathered of how to access data, and the view
consumption where this information is used to generate array accesses.
Primitives that do not modify data but shape it construct a view data
structure. These particularly include the two new primitives slide and
pad which we focus on in this section.

We explain both construction and consumption using a simple 3-
point Jacobi stencil example shown in Listing 19:

1 mapGlobal(reduceSeq (+) 0) ◦ s l id e 3 1 ◦ pad 1 1 clamp

Listing 19: Low-Level Expression for a simple 3-Point Jacobi stencil

view construction The View construction for this example is
visualized in Figure 30. The left-hand side visualizes the intermedi-
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slideView[i,j]

(i,j)

padView[x]

input[clamp(i * slideStep + j, (n+l+r))]

consume slideView: indexFct(i,j) =
  i * slideStep + j = x

consume padView: indexFct(i) =
  clamp(x, (n+l+r))

C
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(mapGlobal( reduceSeq (+) 0 ) ∘
  slide 3 1 ∘ pad 1 1 clamp) input

padView
int: l, r
boundaryFct: clamp
  

indexFct (int i) =
  return clamp(i, (n+l+r));

inputView
int: n // size

slideView
int: slideSize,  slideStep
  

indexFct (int i, int j) =
  return i * slidestep + j;

Figure 31: Consumption of LIFT’s views for a 3-point Jacobi stencil

ate results when applying the data-layout primitives pad and slide
successively. The right-hand side visualizes the corresponding view
data structures representing these intermediate results in our com-
piler. Furthermore, the input is also represented by a corresponding
inputView as shown on the top right corner. Views are stored in a
linked list, such that every view is connected to the previously cre-
ated view. The first primitive that is encountered is the pad primi-
tive. Since it is data-layout primitive, a view data structure is created
which is linked to the inputView. Every view is defined by the type of
the primitive which caused its creation. We start with an input array
of length n. Once the pad primitive is encountered, a new view is cre-
ated storing information regarding the type of this primitive. Thus,
the pad-view stores the amount of elements added on the left and
right-hand side and the utilized boundary function. This information
is necessary to later compute array indices using the function indexFct
during view consumption. Intuitively the pad-view represents an ar-
ray of size n+ 2 as shown in the center of Figure 30,

The next primitive encountered is the slide primitive which again
creates another view structure that is connected to its predecessor pad-
view. The slide-view stores the step and size of the encountered slide
primitive to define its indexFct. This view represents a two dimen-
sional data structure as shown at the bottom. Therefore, the index
function defined by the slide-view needs to transform a two dimen-
sional access to a one dimensional access.

view consumption The first primitive after pad and slide which
we already dealt with is a mapGlobal primitive with a nested reduce-
Seq primitive. These primitives are not data-layout primitives but de-
scribe computation which leads to the consumption of the views cre-
ated so far. The consumption of the views is visualized in Figure 31.
Again, the intermediate results of evaluating the pad and slide prim-
itive are shown on the left-hand side while the view data structures
are shown on the right-hand side. Views are always consumed in the
opposite order of construction. The most recently created view is the
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slide-view (on the top right) which represents a two dimensional array.
This array is accessed by the mapGlobal(reduceSeq (+) 0) function. The
left-hand side of Figure 31 visualizes how accessing one particular
element of the slide-view is resolved. This element is accessed using
an outer index provided by the mapGlobal primitive (i in the figure)
which selects a specific neighborhood created by slide and an inner in-
dex provided by the reduceSeq primitive that accesses elements inside
a neighborhood (j in the figure). Since the slide-view only simulates
a two dimensional data structure that has a flattened representation
in memory, the two dimensional access needs to be converted to a
one dimensional access again. This conversion happens during view-
consumption is and is defined in the slide-view by the index function
indexFct. The one dimensional access is computed using the formula
i ∗ slideStep+ j as illustrated in Figure 31.

This newly computed index is then used to access the predeces-
sor pad-view which itself resolves another layer of indirection. The
pad-view (in the middle on the right) is consumed by applying the
boundary function to the given index. In our case, the clamp func-
tion ensures that indices that would exceed the bounds of the input
array are clamped to the outermost in-bound indices. The final index
computation is then passed to the inputView which is used to emit the
array access in the OpenCL kernel code.

summary The original input array is now accessed using the com-
puted index clamp(i ∗ slideStep+ j, (n+ l+ r)) defined by the index
function. This index was computed by consuming one view at a time
while passing on each result until there is no more layer of indirec-
tion.

The code implementing array accesses for this particular example
is show in Listing 20. The input array is accessed in lines 6 and 7

exactly as visualized in Figure 31 and as discussed above.

1 for (int gid = get_global_id(0);

2 gid<N;gid = (gid + get_global_size(0))){

3 acc = 0.0f;

4 for (int j = 0;j<3;j = (1 + j)){

5 acc = add(acc,

6 IN[( ((-1 + gid + j) >= 0) ?

7 ( ((-1 + gid + j) < N) ? (-1 + gid + j) : (-1 + N) ) : 0 )]);

8 }

9 }

Listing 20: OpenCL code generated for accessing the input array for 3-
point Jacobi stencil

Similar to slide and pad, each data-layout primitive like split, join
or reorder defines its own view data structure including instructions
of how to consume incoming indices. Views of different data-layout
primitives can be arbitrarily connected as long as the functional pro-
gram is type safe. This may lead to an almost arbitrary amount of
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1 (((((2 * i) + (i * N) + j) / (2 + N)) +

2 ((((2 * i) + (i * N) + j) % (2 + N)) * 2) +

3 ((((2 * i) + (i * N) + j) % (2 + N)) * M)) / (2 + M))

Listing 21: Unsimplified automatically generated array andex

layers of indirection that need to be resolved before accessing mem-
ory. Depending on the amount of connected views that need to be
consumed, index computations for accessing arrays might grow sig-
nificantly. This fact motivates an important phase during code gener-
ation which we discuss in the following section.

4.2 index computation simplification

Expressing computations using functional primitives allows to omit
explicit array accesses. Race conditions are avoided by construction
since arbitrary accesses to memory are not allowed. Furthermore, au-
tomatically generating correct indices is easily done in small steps
by constructing and consuming view data structures as explained
in the previous section. However, in order to generate efficient ar-
ray accesses, index computations need to be significantly simplified.
Chaining multiple views can easily lead to large automatically gener-
ated indices containing multiple repetitive subexpressions as shown
in Listing 21. This is a small but representative example as the auto-
matically generated indices might span across hundred or more lines
of code. This arithmetic expression can easily be simplified by a hu-
man as we see in the following. However if this expression is emitted
unchanged into the OpenCL kernel, multiple costly and unnecessary
operations are executed which results in a significant performance
drawback as we observe in the following chapter. Therefore, arith-
metic expression simplification is an inevitable and highly important
phase during code generation in order to generate high performance
OpenCL kernels.

Let us now examine how the expression shown in Listing 21 can
be simplified. For convenience we repeat the index computation and
use a mathematical notation:

2i+iN+j
2+N + 2((2i+ iN+ j)%(2+N)) +M((2i+ iN+ j)%(2+N))

2+M

Here % represents OpenCL’s %-modulo operation and every division
is integer division. LIFT’s arithmetic expressions are always trans-
formed to a certain canonical form which defines that terms are al-
ways written as sums of products. By factorizing some of these sums,
we are able to reduce fractions as shown in the following equations:

(2+N)i+j
2+N + (2+M)((2+N)i+ j)%(2+N))

2+M
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=
i+ j

2+N

2+M︸ ︷︷ ︸
0

+((2+N)i+ j)%(2+N)︸ ︷︷ ︸
j

= j

(15)

If we can statically proof that j < 2+Nwe can simplify the arithmetic
subexpression i

2+N to zero since we are computing integer division
which always rounds the result to the closest integer that is smaller
or equals the result. Subsequently, if we can also statically proof that
i < 2 +M we can simplify the whole fraction of Equation 15 to 0.
The right term of the sum can easily be simplified to j using modulo
arithmetic. Using LIFT’s symbolic arithmetic simplifier which relies
on type information to extract lengths of arrays and possible ranges of
all variables, we are able to automatically perform all simplification
steps discussed automatically. Thus, in this particular example we
were able to reduce the index computation shown in Listing 21 which
contains 24 operations to a single variable.

In this work, we significantly improved LIFT’s arithmetic expres-
sion simplifier to simplify indices generated from expressions con-
taining new primitives like slide and pad introduced in this thesis.

4.3 opencl code generation

The final step of the LIFT compilation process is the OpenCL code
generation. In this stage, the compiler follows the data flow of the
given expression and emits small code snippets for certain primitives
as discussed above. The generated code for our 3-point Jacobi exam-
ple we discussed in the previous section is show in Listing 22. For
low-level map primitives including the mapGlobal primitive used in
this example, for-loops are generated as shown in line 18. This par-
ticular for-loop iterates over the global-IDs of all work-items because
we used the mapGlobal primitive. If we statically know during compi-
lation that the number of work-items exceeds the number of elements
to process, no for-loop is emitted. The reduceSeq primitive nested in-
side the mapGlobal primitive causes the second for-loop in line 23

which is nested in the for-loop emitted for the mapGlobal primitive.
For primitives like slide or pad, no code is emitted because their infor-
mation has been used in the views and during array index computa-
tions. This results in the array access shown in line 25 as discussed in
the previous chapter. Since reduceSeq implicitly stores its result in pri-
vate memory we applied toGlobal(mapGlobal(id)) afterwards to copy
the result back to global memory. This can also be observed in the
generated code. After the for-loop emitted for the reduceSeq primitive
(lines 22-27) the result of the reduction is stored in the variable v__11

(line 11) which resides in the private memory of each work-item. Ap-
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1 // (toGlobal(mapGlobal id) o

2 // mapGlobal(reduceSeq (+) 0) o slide 3 1 o pad 1 1 clamp) input

3

4 float add(float x, float y){

5 { return x+y; }

6 }

7 float id(float x){

8 { return x; }

9 }

10 kernel void KERNEL(const global float* restrict v__9,

11 global float* v__15, int v_N_0){

12

13 /* Static local memory */

14 /* Typed Value memory */

15 float v__11;

16 /* Private Memory */

17 for (int v_gl_id_6 = get_global_id(0);v_gl_id_6<v_N_0;

18 v_gl_id_6 = (v_gl_id_6 + get_global_size(0))){

19 float v_tmp_20 = 0.0f;

20 v__11 = v_tmp_20;

21 /* reduce_seq */

22 for (int v_i_7 = 0;v_i_7<3;v_i_7 = (1 + v_i_7)){

23 v__11 = add(v__11,

24 v__9[( ((-1 + v_gl_id_6 + v_i_7) >= 0) ?

25 ( ((-1 + v_gl_id_6 + v_i_7) < v_N_0) ?

26 (-1 + v_gl_id_6 + v_i_7) : (-1 + v_N_0) ) : 0 )]);

27 }

28 /* end reduce_seq */

29 }

30 for (int v_gl_id_8 = get_global_id(0);v_gl_id_8<v_N_0;

31 v_gl_id_8 = (v_gl_id_8 + get_global_size(0))){

32 v__15[v_gl_id_8] = id(v__11);

33 }

34 }

Listing 22: OpenCL kernel generated for a 3-point Jacobi stencil
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plying toGlobal(mapGlobal(id)) results in the last for-loop emitted in
line 30 which is used to copy the result to the output buffer. Note
that id used in the second mapGlobal primitive and the operator +
used in the reduceSeq primitive are the only customizing functions
in this expressions. Both customizing functions have been emitted as
simple C functions above the kernel (lines 4 and 7) and are called at
the appropriate places (line 23 and line 32)

4.4 summary

In this chapter we briefly discussed the compilation stages of the
LIFT framework. We specifically focused on the view system which
is used to avoid unnecessary intermediate results. These views are
used as layers of indirection before accessing data stored in mem-
ory. However, when many views are connected together, the auto-
matically generated array indices become complicated. Therefore, we
also particularly focused on how to optimize these generated indices
and discussed the significant simplification potential by using simple
rules of algebra. Finally we analyzed a generated OpenCL kernel for
a simple 3-point Jacobi example and discussed which primitives of
the given expression caused which parts of the kernel to be emitted.





5
E VA L U AT I O N

In this chapter, we evaluate the performance of our functional code
generation approach for stencil applications. Specifically, we examine
if our low-level expression are compiled to OpenCL kernels with com-
petitive performance compared to the handwritten kernels discussed
in Chapter 3. Furthermore, we evaluate the impact of unsimplified
array accesses to examine the importance of arithmetic expression
simplification discussed in the previous chapter. Finally, compare our
generated kernel for the 17× 17 convolution example to the Nvidia
Toolkit example convolutionSeparable discussed in [51].

5.1 experimental and hardware setup

To conduct our experiments, we used an Nvidia Kepler K20c Graph-
ics Card (Compute Capability 3.5) and the driver version 361.42. It
contains 13 SMX (Streaming Multiprocessors) each containing 192

processors cores (2496 cores in total) running with a clock speed of
706 MHz. Each SMX is able to schedule 4 warps concurrently using
four warp schedulers and eight instruction dispatch units. Further-
more, each SMX contains 64 KB configurable local memory and L1

cache. In our configuration, the size of the local memory is 48 KB and
the size of the L1 cache 16 KB. The Kepler K20c contains 5GB of global
memory size with a bandwidth of 208 GB/sec. We use the Ubuntu
16.04.1 LTS Operating System with the kernel version 4.4.0-36-generic
x86_64. The used OpenCL Platform is NVIDIA CUDA version 1.2
CUDA 8.0.20.

Every experiment was conducted 100 times and we always present
the median of the measured results. We only consider kernel run-
times, hence, we ignore data transfer times from and to the OpenCL
device.

5.2 performance of handwritten convolution kernels

In the previous chapter, we reported the performance of handwritten
OpenCL kernels to evaluate the effect of specific optimizations. We
were able to speed up the naive version by a factor of 41. This empha-
sizes the importance of optimizing stencil computations for GPUs. In
this section we analyze and compare the performance of generated
OpenCL kernels using the low-level expressions written in LIFT’s
IL to the handwritten OpenCL kernels. Figure 32 visualizes the per-
formance of the handwritten kernels implementing all optimizations

77
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Figure 32: Performance of handwritten OpenCL kernels (incrementally) im-
plementing specific optimizations

discussed in the previous chapter using a logarithmic scale. Table 1

shows a short description of which optimization is implemented by
which kernel and where it is discussed in depth in the previous chap-
ter. Since we split the convolution in a row and column convolution,
thus in two different kernels, we are able to compare three different
kinds of kernels: The kernels computing the complete convolution,
the kernels that compute the row convolution and finally the kernels
that compute the column convolution which showed the most opti-
mization potential.

5.3 performance of generated convolution kernels

We start by comparing the first three kernels which all compute the
complete 17× 17 convolution without separating it into two kernels.
To generate the OpenCL kernels, we use the low-level expressions
discussed in the previous chapter. Figure 33 (a) compares the perfor-
mance of the generated kernels using the expressions discussed in
Section 3.2.1 and Section 3.2.2 to the handwritten references. All gen-
erated kernels are slower compared to the handwritten versions while
the first kernel being up to 2.61 times slower. This performance differ-
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kernel(s) description section

00 No optimizations | Every global thread
computes one output element

Section 3.2.1

01 Overlapped Tiling and local memory usage
| Idle work-items in work-group during
computation

Section 3.2.2

02 Overlapped Tiling and local memory usage
| Improved work-group size

Section 3.2.3.3

03 Separate Convolution into row and column
convolution

Section 3.2.3

04 Separation + Overlapped Tiling Section 3.2.3.2

05 Separation + Overlapped Tiling | improved
tile sizes

Section 3.2.3.3

06 Separation + Overlapped Tiling + reducing
boundary checks

Section 3.2.5

07 Separation + Overlapped Tiling + transpos-
ing column convolution tile

Section 3.2.4

08 Separation + Overlapped Tiling + trans-
posing column convolution tile + increase
buffer to avoid bank conflicts

Section 3.2.4.1

09 Separation + Overlapped Tiling + transpos-
ing column convolution tile + resolve all
bank conflicts

Section 3.2.4.1

10 Separation + Overlapped Tiling + transpos-
ing + reducing boundary checks

Section 3.2.5

11 Separation + Overlapped Tiling + transpos-
ing + reducing boundary checks + increase
buffer to avoid bank conflicts

Section 3.2.4.1

12 Separation + Overlapped Tiling + transpos-
ing + reducing boundary checks + resolve
all bank conflicts

Section 3.3

Table 1: Description of evaluated handwritten OpenCL kernels including
references to sections where each optimization is discussed
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(a) Comparing performance of the gen-
erated 17x17 convolution kernels to
the handwritten references

(b) Comparing performance of the gen-
erated row convolution to the hand-
written convolutions

Figure 33: Comparing generated kernels to handwritten references for com-
plete and row convolution

ence is explainable by comparing the generated code to the handwrit-
ten kernel. Listing 23 compares the generated for-loop to compute
a single output element to the handwritten for-loop. The generated
kernel contains a large unsimplified arithmetic expression spanning
more than 25 lines. Obviously, executing all operations in this ex-
pression causes the significant performance difference compared to
the handwritten version. This shows that there is still potential im-
provement in arithmetic expression simplification during code gener-
ation. At the same time, it emphasizes the importance of simplifying
these expression as they have a significant impact on performance.
The other two generated kernels only show minor performance dif-
ferences.

performance of row and column convolution kernels

Next, we compare the performance of generated row convolution ker-
nels to handwritten ones. These results are shown in Figure 33 (b).
Comparing the performance of the row convolution kernels, we ob-
serve a significantly lower difference between generated and hand-
written kernels compared to the full convolution examples. However,
the generated kernels are still measurably slower than the handwrit-
ten references. Again, this is caused by arithmetic expressions in array
indices that are not as simple as possible.

Finally, we compare the performance of the column convolution
kernels for which we introduced several low-level optimizations in
the previous chapter. For example, we introduced to transpose a tile
before loading it into local memory while avoiding bank conflicts.
Thus, the column convolution is the most optimized expression we
examined in this thesis. Figure 34 shows the performance differences
of the generated and handwritten column convolution kernels. Every
generated column kernel matches the performance of the handwrit-
ten OpenCL kernels. Therefore, the more an expression is optimized,
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1 // generated for-loop

2 for (int v_i_11 = 0;v_i_11<289;v_i_11 = (1 + v_i_11)){

3 v__16 = multAndSumUp(v__16, v__13[((((4096 * ((v_gl_id_9 +

4 (v_i_11 / 17) + (4112 * ( ((-8 + v_gl_id_10 +

5 (v_i_11 % 17)) >= 0) ? ( ((-8 + v_gl_id_10 +

6 (v_i_11 % 17)) < 4096) ? (-8 + v_gl_id_10 +

7 (v_i_11 % 17)) : 4095 ) : 0 ))) % 4112)) +

8 // ... skipping 25 lines

9 ( ((-8 + v_gl_id_10 + (v_i_11 % 17)) >= 0) ?

10 ( ((-8 + v_gl_id_10 + (v_i_11 % 17)) < 4096) ?

11 (-8 + v_gl_id_10 + (v_i_11 % 17)) : 4095 ) : 0 )))

12 % 4112)) : 4095 ) : 0 )))], v__14[v_i_11]);}

13

14 // handwritten for-loop

15 for (int i = 0; i < 289; i++) {

16 int x = gid0 - 8 + (i % 17);

17 int y = gid1 - 8 + (i / 17);

18 x = max(0, x);

19 x = min(x, 4095);

20 y = max(0, y);

21 y = min(y, 4095);

22 acc = acc + (IN[x + 4095 * y] * W[i]);

23 }

Listing 23: Comparison of for-loops that copy a tile from global to local
memory

the better are our performance results for our generated kernels. In
case of the column convolution kernels, the arithmetic expressions
are as simple as possible. Therefore, they do not cause a performance
drawback as in the other kernels seen before.

To summarize, every optimization discussed in the previous chap-
ter is successfully encoded using functional low-level expressions.
The previous figures showed that our generated kernels have compet-
itive performance compared the handwritten references. In the cases
where the generated kernels are significantly slower, its just a mat-
ter of improving the arithmetic expression simplification instead of
improving the functional expression.

5.4 measuring the overhead of unsimplified arithmetic

expressions

Unsimplified arithmetic expressions caused the performance draw-
backs of the kernels evaluated in the previous section. In this sec-
tion, we examine the impact of our arithmetic expression simplifier
by measuring the performance of kernels with and without simplified
expressions. The results are shown in Figure 35. This figure shows the
speedup of kernels with simplified expressions compared to the ver-
sions without simplification. Thus, a higher bar indicates the impor-
tance of simplification for this particular example. To get representa-
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Figure 34: Comparing performance of the generated column convolution to
the handwritten convolution

Figure 35: Speedup of kernels using simplified arithmetic expressions com-
pared to kernels without arithmetic simplification

tive results, we examine four different stencil variants with increasing
complexity. The first stencil we evaluate is a simple one dimensional 3-
point stencil. In this case arithmetic expression simplification has no
impact at all because the generated expressions are already as sim-
ple as they can be. The second stencil is a two dimensional 9-point
stencil without applying any optimizations. However, this stencil has
increasing complexity compared to the 3-point stencil because we use
the functions slide2d and pad2d as introduced in the previous chapters.
These functions apply the primitives slide and pad multiple times po-
tentially leading to complex arithmetic expressions. However, as we
observe in Figure 35, the impact of simplifying the expression is no-
ticeable but not significant. The third stencil we evaluate is the 17× 17
convolution applying overlapped tiling. Now that we applied some
optimizations, the low-level expressions increase in complexity. This
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Figure 36: Performance of the generated 17× 17 convolution and the Con-
volutionSeparable Example (Nvidia Toolkit)

causes the generated arithmetic expressions to become complex as
well because we use multiple views to flatten multidimensional array
indices as described in Section 4.1. As a last example, we examine the
fully optimized column convolution discussed in the previous chap-
ter. Since this is the most optimized low-level expression we discussed
in this thesis, the arithmetic expressions in the generated OpenCL are
the most complex we have observed for stencil applications so far.
Simplifying these expressions using basic rules of algebra achieves a
speedup of 55.4 for this example. This emphasizes the importance of
simplification during code generation.

To summarize, the more complex a particular low-level expression
is, the more complex are the arithmetic expressions generated in the
OpenCL Kernel code. Thus, simplifying them becomes non-negligible
for complex computations expressed with low-level primitives.

5.5 performance compared to nvidia toolkit example

Finally, we compare the performance of our generated kernels to the
performance of the Nvidia Toolkit example ConvolutionSeparable de-
scribed in [51]. This example implements a constant boundary han-
dling. Hence, on out-of-bound accesses it returns a constant value.
Since we currently do not support constant boundary handling, we
rewrote that part of the CUDA example to implement a clamp bound-
ary condition as defined in this thesis. We also confirmed that this
does not change the performance of the original kernel by measuring
a difference of 1% when executing the example with both boundary
conditions. Figure 34 shows the performance differences of the gen-
erated and handwritten column convolution kernels. The first gen-
erated kernel applies the same optimizations as the CUDA kernel.
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We executed both, the CUDA application and our generated con-
volution, using the exact same kernel launch configuration and tile
sizes. As visualized, the performance of both kernels matches as ex-
pected. Thus, applying the same optimizations (using a functional
expression) leads to the same performance. This shows, that we were
able to successfully formalize the optimization described in [51] using
our functional IL. Furthermore the compilation of such an expression
using our code generator results in an imperative OpenCL kernel
that has the same performance as the hand-tuned kernel by Nvidia.
As described in the previous chapter, this example introduces bank-
conflicts on modern GPUs like the Kepler K20c which we used to
conduct our experiments. By resolving these bank-conflicts we are
able to outperform Nvidia toolkit example achieving a speedup of
1.3. This emphasizes the flexibility of our approach to formalize opti-
mizations using functional primitives. Resolving these bank conflict
was just a matter of changing a numerical parameter for a single
primitive instead of making changes in low-level imperative code.



6
C O N C L U S I O N

In this thesis, we started by analyzing and decomposing the stencil
pattern into its fundamental algorithmic parts. For two of these parts
we introduced new high-level primitives slide and pad. Afterwards
we provided multiple examples of how to use these primitives and
the power of function composition to express several one- and multi-
dimensional stencil computations. Therefore, we provided a powerful
and flexible approach to express stencil computations by composing
intuitive and simple functional primitives.

In the subsequent chapter we analyzed and formalized well-known
optimizations for stencil computations. We began with lowering a
simple high-level expression into a low-level expression written in
LIFT’s IL. We incrementally applied several optimizations like over-
lapped tiling or utilizing local memory using a set of formal rewrite
rules. We proved that these rules are semantics preserving and ap-
plied them systematically to rewrite an expression into a more effi-
cient one. Doing this, we introduced a new low-level primitive in-
crease to avoid bank conflicts when using local memory, introduced
the mapSeqUnroll primitive to unroll loops and reused the high-level
primitive slide to apply overlapped tiling. We evaluated handwritten
OpenCL kernels to confirm that the applied optimizations indeed
improve performance. Comparing the naive version we started with,
with the most optimized version, we are able to improve the perfor-
mance by a factor of 41, emphasizing the necessity to optimize sten-
cil computations on GPUs. Afterwards we described the LIFT’s code
generation process and briefly discussed every compilation stage. We
introduced and discussed the extensions to LIFT’s view system used
to generate code for the newly introduced primitives.

Finally, we evaluated the performance of OpenCL kernels gener-
ated using the LIFT Framework. We incrementally rewrote expres-
sions and generated kernels after applying every optimization. The
performance of our generated kernels is competitive to the handwrit-
ten kernels introduced earlier. Some of these generated kernels show
further potential for improvements in terms of simplifying array ac-
cesses. As a last step we compared the performance of our generated
kernels to the performance of the Nvidia Toolkit convolutionSepara-
ble example. When generating a kernel that applies the same opti-
mization we achieve the same performance as the hand-tuned version
from Nvidia. Since the example introduces bank-conflicts on modern
GPUs we are able to outperform the Nvidia example by resolving all
of these bank-conflicts.

85
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To summarize, we achieve to generate high-performance OpenCL
kernel for stencil computations using the LIFT Framework. We pro-
vide a flexible programming framework achieving the same level of
abstraction as existing library approaches without relying on hard-
coded specialized solutions for multidimensional stencils. Using the
ideas of Backus, Bird, Cole and many more we are able to rewrite
functional expressions into more efficient expressions that eventually
are used to generate high-performance device-specific OpenCL ker-
nels.



A
A P P E N D I X

a.1 opencl kernels implementing optimizations for the

17 × 17 convolution

In the following we show all kernels used in Chapter 3 to obtain
performance numbers for specific optimizations.

1 kernel void KERNEL(const global float *restrict IN,

2 const global float *restrict W, global float *OUT) {

3

4 int gid1 = get_global_id(1);

5 int gid0 = get_global_id(0);

6 float acc = 0.0f;

7

8 for (int i = 0; i < 289; i++) {

9 int x = gid0 - 8 + (i % 17);

10 int y = gid1 - 8 + (i / 17);

11 x = max(0, x);

12 x = min(x, 4095);

13 y = max(0, y);

14 y = min(y, 4095);

15 acc = acc + (IN[x + 4095 * y] * W[i]);

16 }

17

18 OUT[(gid0 + (4095 * gid1))] = acc;

19 }

Listing 24: OpenCL kernel implementing a naive 17× 17 convolution
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1 kernel void KERNEL(const global float *restrict IN,

2 const global float *restrict W, global float *OUT) {

3

4 local float L[1024];

5 float acc;

6 for (int wg1 = get_group_id(1); wg1 < 256; wg1 += 128) {

7 for (int wg0 = get_group_id(0); wg0 < 256; wg0 += 128) {

8

9 int lid1 = get_local_id(1);

10 int lid0 = get_local_id(0);

11

12 int x = wg0 * 32 + lid0 - 8;

13 int y = wg1 * 32 + lid1 - 8;

14 x = max(0, x);

15 y = max(0, y);

16 x = min(4095, x);

17 y = min(4095, y);

18

19 L[(lid0 + (32 * lid1))] = IN[y * 4096 + x];

20

21 barrier(CLK_LOCAL_MEM_FENCE);

22

23 if (get_local_id(1) < 16) {

24 int lid1 = get_local_id(1);

25

26 if (get_local_id(0) < 16) {

27 int lid0 = get_local_id(0);

28

29 acc = 0.0f;

30 for (int i = 0; i < 289; i++) {

31 int x = lid0 + (i % 17);

32 int y = lid1 + (i / 17);

33

34 acc = acc + (L[(x + 32 * y)] * W[i]);

35 }

36

37 int x = lid0 + (16 * wg0);

38 int y = lid1 + (16 * wg1);

39 OUT[x + 4096 * y] = acc;

40 }

41 }

42 barrier(CLK_GLOBAL_MEM_FENCE);

43 }

44 }

45 }

Listing 25: OpenCL kernel implementing 17× 17 convolution using local
memory
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1 kernel void KERNEL(const global float *restrict IN,

2 const global float *restrict W, global float *OUT) {

3

4 local float L[1024];

5 float acc;

6 int wg1 = get_group_id(1);

7 int wg0 = get_group_id(0);

8

9 for (int lid1 = get_local_id(1); lid1 < 32; lid1 = (16 + lid1)) {

10 for (int lid0 = get_local_id(0); lid0 < 32; lid0 = (16 + lid0)) {

11

12 int x = wg0 * 32 + lid0 - 8;

13 int y = wg1 * 32 + lid1 - 8;

14 x = max(0, x);

15 y = max(0, y);

16 x = min(4095, x);

17 y = min(4095, y);

18

19 L[(lid0 + (32 * lid1))] = IN[y * 4096 + x];

20 }

21 }

22

23 barrier(CLK_LOCAL_MEM_FENCE);

24

25 int lid1 = get_local_id(1);

26 int lid0 = get_local_id(0);

27 acc = 0.0f;

28

29 for (int i = 0; i < 289; i++) {

30 int x = lid0 + (i % 17);

31 int y = lid1 + (i / 17);

32

33 acc = acc + (L[(x + 32 * y)] * W[i]);

34 }

35

36 int x = lid0 + (16 * wg0);

37 int y = lid1 + (16 * wg1);

38 OUT[x + 4096 * y] = acc;

39 }

Listing 26: OpenCL kernel implementing 17 × 17 convolution avoiding
idle threads
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1 kernel void KERNEL(const global float *restrict IN,

2 const global float *restrict W, global float *OUT) {

3 float acc;

4 int gid1 = get_global_id(1);

5 int gid0 = get_global_id(0);

6 acc = 0.0f;

7

8 acc = acc + (IN[max(0, gid0 - 8) + 4096 * gid1] * W[0]);

9 acc = acc + (IN[max(0, gid0 - 7) + 4096 * gid1] * W[1]);

10 acc = acc + (IN[max(0, gid0 - 6) + 4096 * gid1] * W[2]);

11 acc = acc + (IN[max(0, gid0 - 5) + 4096 * gid1] * W[3]);

12 acc = acc + (IN[max(0, gid0 - 4) + 4096 * gid1] * W[4]);

13 acc = acc + (IN[max(0, gid0 - 3) + 4096 * gid1] * W[5]);

14 acc = acc + (IN[max(0, gid0 - 2) + 4096 * gid1] * W[6]);

15 acc = acc + (IN[max(0, gid0 - 1) + 4096 * gid1] * W[7]);

16 acc = acc + (IN[(gid0 + (4096 * gid1))] * W[8]);

17 acc = acc + (IN[min(4095, gid0 + 1) + 4096 * gid1] * W[9]);

18 acc = acc + (IN[min(4095, gid0 + 2) + 4096 * gid1] * W[10]);

19 acc = acc + (IN[min(4095, gid0 + 3) + 4096 * gid1] * W[11]);

20 acc = acc + (IN[min(4095, gid0 + 4) + 4096 * gid1] * W[12]);

21 acc = acc + (IN[min(4095, gid0 + 5) + 4096 * gid1] * W[13]);

22 acc = acc + (IN[min(4095, gid0 + 6) + 4096 * gid1] * W[14]);

23 acc = acc + (IN[min(4095, gid0 + 7) + 4096 * gid1] * W[15]);

24 acc = acc + (IN[min(4095, gid0 + 8) + 4096 * gid1] * W[16]);

25

26 OUT[(gid0 + (4096 * gid1))] = acc;

27 }

Listing 27: OpenCL kernel implementing 17-point row convolution
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1 kernel void KERNEL(const global float *restrict IN,

2 const global float *restrict W, global float *OUT) {

3

4 float a;

5 int gid1 = get_global_id(1);

6 int gid0 = get_global_id(0);

7 a = 0.0f;

8

9 a=a+(IN[(gid0 + (4096 * (((-8 + gid1) >= 0) ? (-8 + gid1) : 0 )))] * W[0]);

10 a=a+(IN[(gid0 + (4096 * (((-7 + gid1) >= 0) ? (-7 + gid1) : 0 )))] * W[1]);

11 a=a+(IN[(gid0 + (4096 * (((-6 + gid1) >= 0) ? (-6 + gid1) : 0 )))] * W[2]);

12 a=a+(IN[(gid0 + (4096 * (((-5 + gid1) >= 0) ? (-5 + gid1) : 0 )))] * W[3]);

13 a=a+(IN[(gid0 + (4096 * (((-4 + gid1) >= 0) ? (-4 + gid1) : 0 )))] * W[4]);

14 a=a+(IN[(gid0 + (4096 * (((-3 + gid1) >= 0) ? (-3 + gid1) : 0 )))] * W[5]);

15 a=a+(IN[(gid0 + (4096 * (((-2 + gid1) >= 0) ? (-2 + gid1) : 0 )))] * W[6]);

16 a=a+(IN[(gid0 + (4096 * (((-1 + gid1) >= 0) ? (-1 + gid1) : 0 )))] * W[7]);

17 a=a+(IN[(gid0 + (4096 * gid1))] * W[8]);

18 a=a+(IN[(gid0 + (4096 * (((1 + gid1) < 4096) ? (1 + gid1) : 4095 )))] * W[9]);

19 a=a+(IN[(gid0 + (4096 * (((2 + gid1) < 4096) ? (2 + gid1) : 4095 )))] * W[10]);

20 a=a+(IN[(gid0 + (4096 * (((3 + gid1) < 4096) ? (3 + gid1) : 4095 )))] * W[11]);

21 a=a+(IN[(gid0 + (4096 * (((4 + gid1) < 4096) ? (4 + gid1) : 4095 )))] * W[12]);

22 a=a+(IN[(gid0 + (4096 * (((5 + gid1) < 4096) ? (5 + gid1) : 4095 )))] * W[13]);

23 a=a+(IN[(gid0 + (4096 * (((6 + gid1) < 4096) ? (6 + gid1) : 4095 )))] * W[14]);

24 a=a+(IN[(gid0 + (4096 * (((7 + gid1) < 4096) ? (7 + gid1) : 4095 )))] * W[15]);

25 a=a+(IN[(gid0 + (4096 * (((8 + gid1) < 4096) ? (8 + gid1) : 4095 )))] * W[16]);

26

27 OUT[(gid0 + (4096 * gid1))] = a;

28 }

Listing 28: OpenCL kernel implementing 17-point column convolution
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1 kernel void KERNEL(const global float *restrict IN,

2 const global float *restrict W, global float *OUT) {

3

4 local float L[144];

5 float acc;

6 int wg1 = get_group_id(1);

7 int wg0 = get_group_id(0);

8 int lid1 = get_local_id(1);

9

10 for (int lid0 = get_local_id(0); lid0 < 144; lid0 = (16 + lid0)) {

11

12 int x = lid0 + (128 * wg0) - 8;

13 x = max(0, x);

14 x = min(4095, x);

15

16 L[lid0] = IN[x + 4096 * wg1];

17 }

18

19 barrier(CLK_LOCAL_MEM_FENCE);

20

21 for (int lid0 = get_local_id(0); lid0 < 128; lid0 = (16 + lid0)) {

22

23 acc = 0.0f;

24 acc = acc + (L[lid0] * W[0]);

25 acc = acc + (L[1 + lid0] * W[1]);

26 acc = acc + (L[2 + lid0] * W[2]);

27 acc = acc + (L[3 + lid0] * W[3]);

28 acc = acc + (L[4 + lid0] * W[4]);

29 acc = acc + (L[5 + lid0] * W[5]);

30 acc = acc + (L[6 + lid0] * W[6]);

31 acc = acc + (L[7 + lid0] * W[7]);

32 acc = acc + (L[8 + lid0] * W[8]);

33 acc = acc + (L[9 + lid0] * W[9]);

34 acc = acc + (L[10 + lid0] * W[10]);

35 acc = acc + (L[11 + lid0] * W[11]);

36 acc = acc + (L[12 + lid0] * W[12]);

37 acc = acc + (L[13 + lid0] * W[13]);

38 acc = acc + (L[14 + lid0] * W[14]);

39 acc = acc + (L[15 + lid0] * W[15]);

40 acc = acc + (L[16 + lid0] * W[16]);

41

42 OUT[(lid0 + (128 * wg0) + (4096 * wg1))] = acc;

43 }

44 }

Listing 29: OpenCL kernel implementing tiled 17-point row convolution
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1 kernel void KERNEL(const global float *restrict IN,

2 const global float *restrict W, global float *OUT) {

3

4 local float L[80];

5 float acc;

6 int wg1 = get_group_id(1);

7 int wg0 = get_group_id(0);

8

9 for (int lid1 = get_local_id(1); lid1 < 80; lid1 = (8 + lid1)) {

10 int lid0 = get_local_id(0);

11 int y = (-8 + lid1 + (64 * wg1));

12 y = max(0, y);

13 y = min(4095, y);

14

15 L[lid1] = IN[(wg0 + (4096 * y))];

16 }

17

18 barrier(CLK_LOCAL_MEM_FENCE);

19

20 for (int lid1 = get_local_id(1); lid1 < 64; lid1 = (8 + lid1)) {

21

22 int lid0 = get_local_id(0);

23 acc = 0.0f;

24

25 acc = acc + (L[lid1] * W[0]);

26 acc = acc + (L[1 + lid1] * W[1]);

27 acc = acc + (L[2 + lid1] * W[2]);

28 acc = acc + (L[3 + lid1] * W[3]);

29 acc = acc + (L[4 + lid1] * W[4]);

30 acc = acc + (L[5 + lid1] * W[5]);

31 acc = acc + (L[6 + lid1] * W[6]);

32 acc = acc + (L[7 + lid1] * W[7]);

33 acc = acc + (L[8 + lid1] * W[8]);

34 acc = acc + (L[9 + lid1] * W[9]);

35 acc = acc + (L[10 + lid1] * W[10]);

36 acc = acc + (L[11 + lid1] * W[11]);

37 acc = acc + (L[12 + lid1] * W[12]);

38 acc = acc + (L[13 + lid1] * W[13]);

39 acc = acc + (L[14 + lid1] * W[14]);

40 acc = acc + (L[15 + lid1] * W[15]);

41 acc = acc + (L[16 + lid1] * W[16]);

42

43 OUT[(wg0 + 4096 * (lid1 + 64 * wg1))] = acc;

44 }

45 }

Listing 30: OpenCL kernel implementing tiled 17-point column convolu-
tion
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1 kernel void KERNEL(const global float *restrict IN,

2 const global float *restrict W, global float *OUT) {

3

4 local float L[576];

5 float acc;

6 int wg1 = get_group_id(1);

7 int wg0 = get_group_id(0);

8 int lid1 = get_local_id(1);

9

10 for (int lid0 = get_local_id(0); lid0 < 144; lid0 = (16 + lid0)) {

11

12 int x = wg0 * 128 + lid0 - 8;

13 int y = wg1 * 4 + lid1;

14

15 x = max(0, x);

16 x = min(4095, x);

17

18 L[lid0 + (144 * lid1)] = IN[y * 4096 + x];

19 }

20

21 barrier(CLK_LOCAL_MEM_FENCE);

22

23 for (int lid0 = get_local_id(0); lid0 < 128; lid0 = (16 + lid0)) {

24 acc = 0.0f;

25

26 acc = acc + (L[(lid0 + (144 * lid1))] * W[0]);

27 acc = acc + (L[(1 + lid0 + (144 * lid1))] * W[1]);

28 acc = acc + (L[(2 + lid0 + (144 * lid1))] * W[2]);

29 acc = acc + (L[(3 + lid0 + (144 * lid1))] * W[3]);

30 acc = acc + (L[(4 + lid0 + (144 * lid1))] * W[4]);

31 acc = acc + (L[(5 + lid0 + (144 * lid1))] * W[5]);

32 acc = acc + (L[(6 + lid0 + (144 * lid1))] * W[6]);

33 acc = acc + (L[(7 + lid0 + (144 * lid1))] * W[7]);

34 acc = acc + (L[(8 + lid0 + (144 * lid1))] * W[8]);

35 acc = acc + (L[(9 + lid0 + (144 * lid1))] * W[9]);

36 acc = acc + (L[(10 + lid0 + (144 * lid1))] * W[10]);

37 acc = acc + (L[(11 + lid0 + (144 * lid1))] * W[11]);

38 acc = acc + (L[(12 + lid0 + (144 * lid1))] * W[12]);

39 acc = acc + (L[(13 + lid0 + (144 * lid1))] * W[13]);

40 acc = acc + (L[(14 + lid0 + (144 * lid1))] * W[14]);

41 acc = acc + (L[(15 + lid0 + (144 * lid1))] * W[15]);

42 acc = acc + (L[(16 + lid0 + (144 * lid1))] * W[16]);

43

44 int x = lid0 + 128 * wg0;

45 int y = lid1 + 4 * wg1;

46 OUT[x + 4096 * y] = acc;

47 }

48 }

Listing 31: OpenCL kernel implementing improved tiled 17-point row
convolution
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1 kernel void KERNEL(const global float *restrict IN,

2 const global float *restrict W, global float *OUT) {

3

4 local float L[1280];

5 float acc;

6 int wg1 = get_group_id(1);

7 int wg0 = get_group_id(0);

8 for (int lid1 = get_local_id(1); lid1 < 80; lid1 = (8 + lid1)) {

9

10 int lid0 = get_local_id(0);

11 int x = wg0 * 16 + lid0;

12 int y = wg1 * 64 + lid1 - 8;

13

14 y = max(0, y);

15 y = min(4095, y);

16

17 L[(lid0 + (16 * lid1))] = IN[y * 4096 + x];

18 }

19

20 barrier(CLK_LOCAL_MEM_FENCE);

21

22 for (int lid1 = get_local_id(1); lid1 < 64; lid1 = (8 + lid1)) {

23 int lid0 = get_local_id(0);

24 acc = 0.0f;

25

26 acc = acc + (L[(lid0 + (16 * lid1))] * W[0]);

27 acc = acc + (L[(16 + lid0 + (16 * lid1))] * W[1]);

28 acc = acc + (L[(32 + lid0 + (16 * lid1))] * W[2]);

29 acc = acc + (L[(48 + lid0 + (16 * lid1))] * W[3]);

30 acc = acc + (L[(64 + lid0 + (16 * lid1))] * W[4]);

31 acc = acc + (L[(80 + lid0 + (16 * lid1))] * W[5]);

32 acc = acc + (L[(96 + lid0 + (16 * lid1))] * W[6]);

33 acc = acc + (L[(112 + lid0 + (16 * lid1))] * W[7]);

34 acc = acc + (L[(128 + lid0 + (16 * lid1))] * W[8]);

35 acc = acc + (L[(144 + lid0 + (16 * lid1))] * W[9]);

36 acc = acc + (L[(160 + lid0 + (16 * lid1))] * W[10]);

37 acc = acc + (L[(176 + lid0 + (16 * lid1))] * W[11]);

38 acc = acc + (L[(192 + lid0 + (16 * lid1))] * W[12]);

39 acc = acc + (L[(208 + lid0 + (16 * lid1))] * W[13]);

40 acc = acc + (L[(224 + lid0 + (16 * lid1))] * W[14]);

41 acc = acc + (L[(240 + lid0 + (16 * lid1))] * W[15]);

42 acc = acc + (L[(256 + lid0 + (16 * lid1))] * W[16]);

43

44 int x = lid0 + 16 * wg0;

45 int y = lid1 + 64 * wg1;

46 OUT[x + 4096 * y] = acc;

47 }

48 }

Listing 32: OpenCL kernel implementing improved tiled 17-point column
convolution
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1 kernel void KERNEL(const global float *restrict IN,

2 const global float *restrict W, global float *OUT) {

3

4 local float L[1280];

5 float acc;

6 int wg1 = get_group_id(1);

7 int wg0 = get_group_id(0);

8 int lid0 = get_local_id(0);

9

10 for (int lid1 = get_local_id(1); lid1 < 80; lid1 = (8 + lid1)) {

11 int x = lid0 + (16 * wg0);

12 int y = (-8 + lid1 + (64 * wg1));

13 y = max(0, y);

14 y = min(4095, y);

15

16 L[lid1 + (80 * lid0)] = IN[x + (4096 * y)];

17 }

18

19 barrier(CLK_LOCAL_MEM_FENCE);

20

21 for (int lid1 = get_local_id(1); lid1 < 64; lid1 = (8 + lid1)) {

22 int lid0 = get_local_id(0);

23 acc = 0.0f;

24

25 // clang-format off

26 acc = acc + (L[(lid1 + (80 * lid0))] * W[0]);

27 acc = acc + (L[(1 + lid1 + (80 * lid0))] * W[1]);

28 acc = acc + (L[(2 + lid1 + (80 * lid0))] * W[2]);

29 acc = acc + (L[(3 + lid1 + (80 * lid0))] * W[3]);

30 acc = acc + (L[(4 + lid1 + (80 * lid0))] * W[4]);

31 acc = acc + (L[(5 + lid1 + (80 * lid0))] * W[5]);

32 acc = acc + (L[(6 + lid1 + (80 * lid0))] * W[6]);

33 acc = acc + (L[(7 + lid1 + (80 * lid0))] * W[7]);

34 acc = acc + (L[(8 + lid1 + (80 * lid0))] * W[8]);

35 acc = acc + (L[(9 + lid1 + (80 * lid0))] * W[9]);

36 acc = acc + (L[(10 + lid1 + (80 * lid0))] * W[10]);

37 acc = acc + (L[(11 + lid1 + (80 * lid0))] * W[11]);

38 acc = acc + (L[(12 + lid1 + (80 * lid0))] * W[12]);

39 acc = acc + (L[(13 + lid1 + (80 * lid0))] * W[13]);

40 acc = acc + (L[(14 + lid1 + (80 * lid0))] * W[14]);

41 acc = acc + (L[(15 + lid1 + (80 * lid0))] * W[15]);

42 acc = acc + (L[(16 + lid1 + (80 * lid0))] * W[16]);

43 // clang-format on

44

45 int x = lid0 + 16 * wg0;

46 int y = lid1 + 64 * wg1;

47 OUT[x + 4096 * y] = acc;

48 }

49 }

Listing 33: OpenCL kernel implementing transposed tile 17-point column
convolution
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1 kernel void KERNEL(const global float *restrict IN,

2 const global float *restrict W, global float *OUT) {

3

4 local float L[1296];

5 float acc;

6 int wg1 = get_group_id(1);

7 int wg0 = get_group_id(0);

8 int lid0 = get_local_id(0);

9

10 for (int lid1 = get_local_id(1); lid1 < 80; lid1 = (8 + lid1)) {

11 int x = lid0 + (16 * wg0);

12 int y = (-8 + lid1 + (64 * wg1));

13 y = max(0, y);

14 y = min(4095, y);

15

16 L[lid1 + (81 * lid0)] = IN[x + (4096 * y)];

17 }

18

19 barrier(CLK_LOCAL_MEM_FENCE);

20

21 for (int lid1 = get_local_id(1); lid1 < 64; lid1 = (8 + lid1)) {

22 int lid0 = get_local_id(0);

23 acc = 0.0f;

24

25 acc = acc + (L[(lid1 + (81 * lid0))] * W[0]);

26 acc = acc + (L[(1 + lid1 + (81 * lid0))] * W[1]);

27 acc = acc + (L[(2 + lid1 + (81 * lid0))] * W[2]);

28 acc = acc + (L[(3 + lid1 + (81 * lid0))] * W[3]);

29 acc = acc + (L[(4 + lid1 + (81 * lid0))] * W[4]);

30 acc = acc + (L[(5 + lid1 + (81 * lid0))] * W[5]);

31 acc = acc + (L[(6 + lid1 + (81 * lid0))] * W[6]);

32 acc = acc + (L[(7 + lid1 + (81 * lid0))] * W[7]);

33 acc = acc + (L[(8 + lid1 + (81 * lid0))] * W[8]);

34 acc = acc + (L[(9 + lid1 + (81 * lid0))] * W[9]);

35 acc = acc + (L[(10 + lid1 + (81 * lid0))] * W[10]);

36 acc = acc + (L[(11 + lid1 + (81 * lid0))] * W[11]);

37 acc = acc + (L[(12 + lid1 + (81 * lid0))] * W[12]);

38 acc = acc + (L[(13 + lid1 + (81 * lid0))] * W[13]);

39 acc = acc + (L[(14 + lid1 + (81 * lid0))] * W[14]);

40 acc = acc + (L[(15 + lid1 + (81 * lid0))] * W[15]);

41 acc = acc + (L[(16 + lid1 + (81 * lid0))] * W[16]);

42

43 int x = lid0 + 16 * wg0;

44 int y = lid1 + 64 * wg1;

45 OUT[x + 4096 * y] = acc;

46 }

47 }

Listing 34: OpenCL kernel implementing inreased transposed tile 17-
point column convolution



98 appendix

1 kernel void KERNEL(const global float *restrict IN,

2 const global float *restrict W, global float *OUT) {

3

4 local float L[1312];

5 float acc;

6 int wg1 = get_group_id(1);

7 int wg0 = get_group_id(0);

8 int lid0 = get_local_id(0);

9

10 for (int lid1 = get_local_id(1); lid1 < 80; lid1 = (8 + lid1)) {

11 int x = lid0 + (16 * wg0);

12 int y = (-8 + lid1 + (64 * wg1));

13 y = max(0, y);

14 y = min(4095, y);

15

16 L[lid1 + (82 * lid0)] = IN[x + (4096 * y)];

17 }

18

19 barrier(CLK_LOCAL_MEM_FENCE);

20

21 for (int lid1 = get_local_id(1); lid1 < 64; lid1 = (8 + lid1)) {

22 int lid0 = get_local_id(0);

23 acc = 0.0f;

24

25 acc = acc + (L[(lid1 + (82 * lid0))] * W[0]);

26 acc = acc + (L[(1 + lid1 + (82 * lid0))] * W[1]);

27 acc = acc + (L[(2 + lid1 + (82 * lid0))] * W[2]);

28 acc = acc + (L[(3 + lid1 + (82 * lid0))] * W[3]);

29 acc = acc + (L[(4 + lid1 + (82 * lid0))] * W[4]);

30 acc = acc + (L[(5 + lid1 + (82 * lid0))] * W[5]);

31 acc = acc + (L[(6 + lid1 + (82 * lid0))] * W[6]);

32 acc = acc + (L[(7 + lid1 + (82 * lid0))] * W[7]);

33 acc = acc + (L[(8 + lid1 + (82 * lid0))] * W[8]);

34 acc = acc + (L[(9 + lid1 + (82 * lid0))] * W[9]);

35 acc = acc + (L[(10 + lid1 + (82 * lid0))] * W[10]);

36 acc = acc + (L[(11 + lid1 + (82 * lid0))] * W[11]);

37 acc = acc + (L[(12 + lid1 + (82 * lid0))] * W[12]);

38 acc = acc + (L[(13 + lid1 + (82 * lid0))] * W[13]);

39 acc = acc + (L[(14 + lid1 + (82 * lid0))] * W[14]);

40 acc = acc + (L[(15 + lid1 + (82 * lid0))] * W[15]);

41 acc = acc + (L[(16 + lid1 + (82 * lid0))] * W[16]);

42

43 int x = lid0 + 16 * wg0;

44 int y = lid1 + 64 * wg1;

45 OUT[x + 4096 * y] = acc;

46 }

47 }

Listing 35: OpenCL kernel implementing wider increased transposed tile
17-point column convolution
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1 kernel void KERNEL(const global float *restrict IN,

2 const global float *restrict W, global float *OUT) {

3

4 local float L[1312];

5 float acc;

6 int wg1 = get_group_id(1);

7 int wg0 = get_group_id(0);

8 int lid0 = get_local_id(0);

9 int lid1 = get_local_id(1);

10 int x = lid0 + (16 * wg0);

11 int y = lid1 + (64 * wg1);

12

13 int upperHalo = max(0, (y -8));

14 int lowerHalo = min(4095, (y+64));

15

16 L[ (lid1 + (82 * lid0))] = IN[(4096 * upperHalo) + x];

17 L[(8 + lid1 + (82 * lid0))] = IN[(4096 * y) + x];

18 L[(16 + lid1 + (82 * lid0))] = IN[(4096 * (y + 8)) + x];

19 L[(24 + lid1 + (82 * lid0))] = IN[(4096 * (y + 16)) + x];

20 L[(32 + lid1 + (82 * lid0))] = IN[(4096 * (y + 24)) + x];

21 L[(40 + lid1 + (82 * lid0))] = IN[(4096 * (y + 32)) + x];

22 L[(48 + lid1 + (82 * lid0))] = IN[(4096 * (y + 40)) + x];

23 L[(56 + lid1 + (82 * lid0))] = IN[(4096 * (y + 48)) + x];

24 L[(64 + lid1 + (82 * lid0))] = IN[(4096 * (y + 56)) + x];

25 L[(72 + lid1 + (82 * lid0))] = IN[(4096 * lowerHalo) + x];

26

27 barrier(CLK_LOCAL_MEM_FENCE);

28

29 for (int lid1 = get_local_id(1); lid1 < 64; lid1 = (8 + lid1)) {

30

31 int lid0 = get_local_id(0);

32 acc = 0.0f;

33

34 acc = acc + (L[(lid1 + (82 * lid0))] * W[0]);

35 acc = acc + (L[(1 + lid1 + (82 * lid0))] * W[1]);

36 acc = acc + (L[(2 + lid1 + (82 * lid0))] * W[2]);

37 acc = acc + (L[(3 + lid1 + (82 * lid0))] * W[3]);

38 acc = acc + (L[(4 + lid1 + (82 * lid0))] * W[4]);

39 acc = acc + (L[(5 + lid1 + (82 * lid0))] * W[5]);

40 acc = acc + (L[(6 + lid1 + (82 * lid0))] * W[6]);

41 acc = acc + (L[(7 + lid1 + (82 * lid0))] * W[7]);

42 acc = acc + (L[(8 + lid1 + (82 * lid0))] * W[8]);

43 acc = acc + (L[(9 + lid1 + (82 * lid0))] * W[9]);

44 acc = acc + (L[(10 + lid1 + (82 * lid0))] * W[10]);

45 acc = acc + (L[(11 + lid1 + (82 * lid0))] * W[11]);

46 acc = acc + (L[(12 + lid1 + (82 * lid0))] * W[12]);

47 acc = acc + (L[(13 + lid1 + (82 * lid0))] * W[13]);

48 acc = acc + (L[(14 + lid1 + (82 * lid0))] * W[14]);

49 acc = acc + (L[(15 + lid1 + (82 * lid0))] * W[15]);

50 acc = acc + (L[(16 + lid1 + (82 * lid0))] * W[16]);

51

52 int x = lid0 + 16 * wg0;

53 int y = lid1 + 64 * wg1;

54 OUT[x + 4096 * y] = acc;

55 }

56 }

Listing 36: OpenCL kernel implementing wider increased transposed tile
17-point column convolution
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a.2 correctness proofs for rewrite rules

In this section, we give proofs for several rewrite rules used in this
thesis.

proof a .2 .1 (overlapped tiling rule): Let xs = [x1, . . . , xm].

(join ◦map(slide n s) ◦ slide u v) xs

(definition of slide)

= (join ◦map(slide n s)) [T1, . . . , Tp]

where p =
m− u+ v

v

and Ti = [t(i,1), . . . , t(i,u)], t(i,j) = x(i−1)v+j

(16)

(definition of map)

= join [slide n s T1, . . . , slide n s Tp]

(definition of slide)

slide n s Ti
= slide n s [t(i,1), . . . , t(i,u)]

= [W(i,1), . . . ,W(i,q)]

where q =
u−n+ s

s
(17)

and W(i,k) = [w(i,k,1), . . . ,w(i,k,n)], (18)

w(i,k,j) = t(i,(k−1)s+j) (19)

= join [[W(1,1), . . . ,W(1,q)], . . . , [W(p,1), . . . ,W(p,q)]]

(definition of join)

= [W(1,1),W(1,2), . . . ,W(p,q)]

(using Equation 18)

=[[w(1,1,1), . . . ,w(1,1,n)],

[w(1,2,1), . . . ,w(1,2,n)],

. . . ,

[w(p,q,1), . . . ,w(p,q,n)]]
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(using Equation 19 and Equation 17)

=[[t(1,1), . . . , t(1,n)],

[t(1,s+1), . . . , t(1,s+n)],

. . . ,

[t(p,u−n), . . . , t(p,u)]]

(using Equation 16)

= [[x1, . . . , xn], [x(s+1), . . . , xs+n], . . . , [xm−n, . . . , xm]]

(definition of slide)

= slide n s [x1, . . . , xm]

proof a .2 .2 (map-join reorder rule): hidden text to end line uhh
Let xs = [[x1, . . . , xk], [xk+1, . . . , x2k], . . . , [xn−k, . . . , xn]]

(join ◦map(map f)) xs

(definition of map)

= join [map f [x1, . . . , xk],

map f [xk+1, . . . , x2k],

. . . ,

map f [xn−k, . . . , xn]]

(definition of map)

= join [[f x1, . . . , f xk],

[f xk+1, . . . , f x2k],

. . . ,

[f xn−k, . . . , f xn]]

(definition of join)

= [f x1, f x2, . . . , f xn]

(definition of map)

= map f xs

a.3 systematical rewriting of functional expressions

In the following we transform the expression shown in Listing 5 to
the expression shown in Listing 6 using rewrite rules:
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example a .1 (loading tiles to local memory):

λ b weights input .

(mapWorkgroup1(mapWorkgroup0(λ tile .

(mapLocal1(mapLocal0(λ nbh .

(reduceSeq (+) 0 ◦mapSeq (∗) ◦ zip) (join nbh) weights)) ◦
slide2d 17 1) tile)) ◦

slide2d 32 16 ◦ pad2d 8 8 b) input

(using the identity three times - Rewrite Rule 6)

λ b weights input .

(mapWorkgroup1(mapWorkgroup0(λ tile .

(mapLocal1(mapLocal0(λ nbh .

(map id ◦
reduceSeq (+) 0 ◦mapSeq (∗) ◦ zip) (join nbh) weights)) ◦

slide2d 17 1) tile)) ◦
map(map id) ◦

slide2d 32 16 ◦ pad2d 8 8 b) input

(using the low-level map rule three times - Rewrite Rule 1)

λ b weights input .

(mapWorkgroup1(mapWorkgroup0(λ tile .

(mapLocal1(mapLocal0(λ nbh .

(mapSeq id ◦
reduceSeq (+) 0 ◦mapSeq (∗) ◦ zip) (join nbh) weights))◦

slide2d 17 1) tile)) ◦
mapLocal1(mapLocal0 id) ◦

slide2d 32 16 ◦ pad2d 8 8 b) input

(using the global and local memory rule - Rewrite Rule 7)

λ b weights input .

(mapWorkgroup1(mapWorkgroup0(λ tile .

(mapLocal1(mapLocal0(λ nbh .

(toGlobal(mapSeq id) ◦
reduceSeq (+) 0 ◦mapSeq (∗) ◦ zip) (join nbh) weights)) ◦

slide2d 17 1) tile)) ◦
toLocal(mapLocal1(mapLocal0 id)) ◦

slide2d 32 16 ◦ pad2d 8 8 b) input
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